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With the growth in world population, the density of crowds in public places has been increasing steadily, leading to a higher incidence of crowd disasters at high densities. Recent research suggests that emergent chaotic behavior at high densities—known collectively as crowd turbulence—is to blame. Thus, a deeper understanding of crowd turbulence is needed to facilitate efforts to prevent and plan for chaotic conditions in high-density crowds. However, it has been noted that existing algorithms modeling collision avoidance cannot faithfully simulate crowd turbulence.

We hypothesize that simulation of crowd turbulence requires modeling of both collision avoidance and frictional forces arising from pedestrian interactions. Accordingly, we propose a novel model for turbulent crowd simulation, which incorporates a model for inter-personal stress and acceleration constraints similar to real-world pedestrians. Our simulated results demonstrate a close correspondence with observed metrics for crowd turbulence as measured in known crowd disasters.

PACS numbers: 89.40.-a,45.70.-n

I. INTRODUCTION

Crowd disasters, like those at the Hajj in Mecca and the Love Parade disaster in 2010, have shown that current crowd control methods can prove untenable at high densities. As population increases, instances of high-density crowds can only grow more frequent. This poses a significant safety risk that can only be addressed by a deeper understanding of crowd behavior in such conditions. Recent research by Helbing et al. \cite{1,2} has started to shed light on the unique characteristics of crowd motion in these high-density disasters.

Under normal conditions, crowds of pedestrians typically move smoothly, with slowdowns and fluctuations only near obstacles. When the density and urgency of pedestrians increases, however, the behavior of crowds changes dramatically. First, the crowd begins to exhibit stop-and-go waves: the motion of pedestrians alternates between stopped at high density and moving forward at low density, with these density waves traveling backwards through the crowd. Second, at even higher densities, the crowd shows a chaotic, oscillatory behavior reminiscent of turbulence in fluids, with pedestrians being pushed in all directions, even backwards against their desired direction of motion. The term \textit{crowd turbulence} has been introduced to describe such conditions \cite{1}.

Even under such extreme conditions, pedestrian motion shows a coherent structure. Individual motion is replaced by mass motion, and the scale of turbulent oscillations spans several times the pedestrian separation. Crowds also exhibit a stick-slip instability \cite{1} which leads to a rupture when stress in the crowd becomes too large. As a result, the crowd splits up into clusters of different sizes, with strong velocity correlations within each cluster, and distance-dependent correlations between clusters.

Simulation can be an invaluable tool to understand the processes behind this behavior, and to formulate strategies to prevent their occurrence. However, existing crowd simulation techniques have been found to be inadequate for modeling crowd turbulence by \cite{1}. We hypothesize that at high densities, physical forces between pedestrians become relevant as they are brought into close contact. Accordingly, we propose that a model for inter-personal forces is essential for simulating crowd behavior at high-densities. We use a continuum approach where inter-personal forces are represented as stress fields caused by discomfort and friction of the underlying simulated pedestrians.

Numerical simulations of real-world scenarios using our model demonstrate close qualitative and quantitative correspondence to observed data. We believe that models like ours incorporating inter-personal stress can be used to obtain a better understanding of crowd behavior in dense, panicked situations for both theoretical analysis and practical situations.

II. BACKGROUND

Behavior of pedestrians in public spaces has been the focus of much research over the past few decades. This includes insights obtained by observing real-world crowds \cite{3}, as well as observations made in controlled laboratory conditions \cite{4,5} to help improve crowd flow in public spaces. A well-known result of such research is that pedestrian speed decreases with crowd density \cite{6,10}. This relationship is known as the fundamental diagram. Another major focus of research is to understand crowd behavior in order to help reduce the occurrence of disasters \cite{8}. Recent research has started looking into disasters at large scales and high crowd densities. Insights offered by \cite{11} into the crowd disasters at the Hajj, and by \cite{2} into the Love Parade disaster in particular, form the basis for our proposed model.

For large-scale or high-density crowds, simulations of-
fer the one of very few avenues for study, as such crowds cannot be recreated safely under controlled conditions. The field of crowd simulation is quite broad and includes modeling of navigation, psychological factors, social interactions, and so on; navigation, however, is the most important factor for reproducing the dynamics of large-scale crowd motion. Accordingly, in this section we review the related work in this area relevant to the problem of simulating crowd turbulence, restricting attention to models that adhere to the fundamental diagram.

Virtual crowds are traditionally modeled as collections of individual virtual agents. In this model, the navigation problem is decomposed into two subproblems, *global planning* and *local navigation*. Global planning plots a path for each agent to its goal, while only considering static obstacles in the scene. Local navigation then attempts to guide the agent along this path while avoiding collisions with other agents in the scene. As this component is responsible for reacting to the motion of other agents, it determines how well the model can reproduce stop-and-go waves and crowd turbulence.

Local navigation algorithms can be broadly classified into *discrete* or *continuum* algorithms. Discrete algorithms [11,15] solve the navigation problem for each agent individually, considering other agents as separate entities. For efficiency reasons, only a limited set of nearby agents is considered for avoidance. The alternative approach is to consider the crowd as a continuum [16,17], with the avoidance problem being recast as navigating around regions of congestion. This is ideally suited for medium to high densities. Narain et al. [15] propose a macro-scale collision avoidance model for calm dense crowds, though densities at which turbulence is not observed. Recently, a generic approach for long-range visibility [19] has also been proposed that allows local navigation methods to conform to the fundamental diagram without explicit modeling.

One of the key insights offered by recent studies of crowd disasters [1,2], has been the similarity of crowds to granular materials beyond the level of analogy established in previous work [20]. Therefore, we draw on ideas from granular flow simulation in developing our model. Granular materials have long been the focus of scientific study, and accurate numerical simulation of their behavior is challenging both for discrete and continuous approaches [21]. Nevertheless, several approximate continuum models have been proposed [22–24]. These models reproduce much of the qualitative properties of granular materials, and their relative computational efficiency guides our decision to use a continuum formulation for our approach.

Existing work has sought to model crowd turbulence using discrete force-based models. Yu et al. [25] propose that existing force-based models like social forces [26] can be used to recreate situations where variance of agent velocity reaches levels similar to those seen in turbulent crowds. However, their results do not demonstrate the emergent clusters of motion that is characteristic of turbulent flows. Similarly, the model proposed by Moussaid et al. [12] demonstrates fluctuations in agent positions similar to turbulent crowds, but does not match any other crowd turbulence metrics like the “pressure” defined by [1], or the clustering of agents demonstrated by turbulent crowds.

We postulate that similar to granular media, an essential component in any model for turbulent crowds is inter-personal friction, as described in Section IV. This, combined with a physically-based model for agent acceleration completes our model for crowd turbulence, detailed in Section III. We have validated our model and hypothesis against two observed instances of real-world crowd turbulence, the Hajj, and the Love Parade disaster of 2010 in Section V. We conclude with the limitations of our model and scope for future work in Section VI.

### III. Continuum Model for Crowd Turbulence

#### A. Crowd as a Continuum

Real-world crowds consist of individuals, and most existing crowd simulation models emulate this using discrete virtual pedestrians or *agents*. Doing so is essential for resolving possible pedestrian motion at low-to-medium densities. Higher density models subsume this discrete model into a continuum navigation model, where discrete agents represent pedestrians, but their motion is modeled using a continuum representation of the crowd. Since this model is primarily intended for high-density crowds, we begin with this continuum representation, similar to the Fluid Implicit Particle (FLIP) approach [27].

In the continuum formulation, the crowd state is defined in terms of two properties, *density* \( \rho \) (people per \( m^2 \)) and *current velocity* \( \mathbf{v} \). These properties are defined in a continuous 2-dimensional space tending to zero outside the bounds of the crowd. To couple this representation with discrete agents, we define a per-agent state using position \( \mathbf{x}_i \) and current velocity \( \mathbf{v}_i \) defined in two dimensions.

In particular, the density field \( \rho \) can be defined as

\[
\rho(x) = \sum_i w(x - x_i),
\]

where the sum is computed over all agents, and \( w \) is a smoothing kernel. In our simulations, we use the piecewise bilinear hat function with a support of 1m. Continuum representations of any agent property, like velocity, can then be computed as a weighted average,

\[
\mathbf{v}(x) = \frac{\sum_i w(x - x_i)\mathbf{v}_i}{\rho(x)}.
\]

The time evolution of the crowd in this FLIP formulation is as follows. The position of each agent changes
according to its current velocity. However, as agents are performing active locomotion rather than being passive physical objects, their velocities must be updated through a computational procedure taking into account both their planning decisions and external forces. This is performed in two steps: first, a global planning step computes a preferred velocity \( \mathbf{v}_p \) for each agent to direct it towards its goal. Local navigation then computes a collision-free velocity \( \mathbf{v}_{cf} \) accounting for influences from other nearby agents. The collision-free velocity field is then constructed using equation (2).

In order to obtain valid behavior, these fields must be defined appropriately at boundaries, particularly near solid obstacles. Continuity of the density field, in particular, is essential to obtain correct behavior and avoid collisions with obstacles. In grid cells which are partially covered by obstacles, we compute a coverage fraction \( \phi \in [0, 1] \) – the fraction of the cell covered by obstacles. In such cells Equations (1) and (2) can be corrected by dividing by the fraction \( (1 - \phi) \). In cells completely covered by obstacles, density is defined via extrapolation. That is, the density of the cell is chosen to be that of nearest cell not completely covered by obstacles, ensuring that the gradient of density is purely tangential at obstacle boundaries. This choice allows the local collision avoidance model described in Section III C and the stress model in Section IV to generate correct behavior around solid obstacles.

### B. Continuum Turbulence Model

Our model for crowd turbulence consists of a local navigation algorithm that defines appropriate behavior over the full range of low to high crowd densities. Even though our primary focus is a model for crowd behavior at high densities, a model for low-medium densities is necessary to impose realistic initial and boundary conditions for high-density regions.

We assume the existence of global planner that provides a preferred velocity \( \mathbf{v}_p \) for each agent at every time step, defining the optimal direction for the agent to reach its goal. We do not make any assumptions about its temporal continuity or smoothness, thus the preferred velocity may change sharply between time steps.

We begin by choosing an existing local navigation algorithm that satisfies the fundamental diagram. Given the preferred velocity \( \mathbf{v}_p \), the algorithm attempts to compute a “collision-free” velocity \( \mathbf{v}_{cf} \), that is, a velocity close to \( \mathbf{v}_p \) which will not bring the agent into collision with its neighbors. Adherence to the fundamental diagram implies that as crowd density \( \rho \) increases, the collision-free speed of the agent \( |\mathbf{v}_{cf}| \) decreases toward zero. Agents tend towards this velocity over a characteristic time \( \tau \), via an acceleration

\[
\mathbf{a} = \frac{\mathbf{v}_{cf} - \mathbf{v}_t}{\tau}.
\]  

Such a model is appropriate for densities up to those observed in most real-world crowds, i.e. up to a density of 5.5 to 6 people per m² [22, 23]. At higher densities, collision avoidance may be impossible, as agents may be in near-constant contact with other agents. Thus, existing collision avoidance models cannot be used directly. Therefore, we introduce a high-density model which describes the effects of these contact interactions, and whose contribution is zero below a threshold density.

In keeping with observations of [11], we postulate that crowd behavior at high densities is controlled predominantly by inter-personal stress similar to the stresses observed in granular media. Accordingly, we define the stress \( \sigma \) as a symmetric 2 \( \times \) 2 tensor field representing the internal forces in the crowd. This tensor \( \sigma \) can be decomposed into its normal and deviatoric components,

\[
\sigma = p \mathbf{I} + \mathbf{s},
\]

where the normal component \( p \) represents normal or repulsion forces, while the deviatoric stress \( \mathbf{s} \) is trace-free and represents frictional forces. We describe how to compute \( p \) and \( \mathbf{s} \) in section IV The force due to stress is

\[
\nabla \cdot \sigma = \nabla p + \nabla \cdot \mathbf{s}.
\]

Therefore, the combined contribution of stress forces (4) and local navigation (3) can then be expressed by modifying the definition of agent acceleration as:

\[
\mathbf{a} = \frac{\mathbf{v}_{cf} - \mathbf{v}_t}{\tau} - \frac{1}{\rho} (\nabla p + \nabla \cdot \mathbf{s})
\]

The acceleration implied by this equation may be greater than what can be achieved by pedestrians in the real world. The spontaneous oscillations seen in crowd turbulence can also arise from limits on pedestrians’ response to variations in the crowd, namely, their bounded accelerations. Thus, we impose a constraint that the magnitude of the actual agent acceleration must be smaller than a constant \( a_{max} \). Thus, the agent velocity \( \mathbf{v} \) changes as

\[
\frac{d\mathbf{v}}{dt} = \hat{\mathbf{a}} \min (a_{max}, ||\mathbf{a}||).
\]

where \( \hat{\mathbf{a}} \) is the direction of the acceleration vector. The agent position can then be updated through time integration.

The resulting algorithm is shown in Fig. [1]

### C. Local Collision Avoidance

We use the collision avoidance model proposed by Golas et al. [19] for computing the collision-free velocity \( \mathbf{v}_{cf} \). Our choice of this model is guided by the fact that it has been validated against real-world data for low-medium density crowds. In our model, this optimal direction is computed independently for every agent.
• Define the crowd density field using Equation (1)
• For each agent a, compute optimal direction \( \hat{v} \) using Equation (9)
• Use Equation (2) to determine the continuum velocity field
• Compute frictional stress using this velocity field
• Advect agents and update states using Equation (7)

FIG. 1: Continuum Simulation Algorithm for Crowd Turbulence

In this model, agents move at their maximum natural speed in a direction that maximizes progress towards goal. The agent velocity can thus be expressed as \( v_{af} = \hat{v} f(\rho) \), where \( f(\rho) \) is the average speed at the given density \( \rho \). We use the same linear form for \( f(\rho) \) proposed by [19], with the exception of having the minimum value of \( f(\rho) \) to be 0.01 m/s instead of zero. Assuming that the agent maintains a constant heading along a chosen direction \( \hat{v} \) for a planning horizon \( \Delta t \), the displacement after time \( \Delta t \) will be:

\[
d(\Delta t) = f\hat{v}\Delta t + \frac{1}{2}(f\hat{v} \cdot \nabla \rho) f'\hat{v}\Delta t^2
\]

where \( f \) and \( f' \) are evaluated at the density at the current position. The direction \( \hat{v} \) is chosen to maximize progress towards goal \( v_p \cdot d(\Delta t) \), giving the optimization problem

\[
\arg\max_{\hat{v}} \left( v_p \cdot \hat{v} + \frac{f'\Delta t}{2} (\hat{v} \cdot \nabla \rho)(v_p \cdot \hat{v}) \right)
\]

subject to \( \|\hat{v}\| \leq 1 \). Solving this problem using their lookahead approach yields a velocity that satisfies the fundamental diagram.

IV. INTER-PERSONAL STRESS

We now complete our model by defining the method to compute inter-personal stress. As noted previously, under low-to-medium density conditions, local collision avoidance computes a path that avoids collisions with other agents. At higher densities, agents may be unable to avoid collisions. In such constrained conditions, we postulate that agent behavior is governed predominantly by the desire to avoid or minimize the likelihood of contact and collisions with other agents and static elements in the scene. This implies that when possible, agents attempt to maximize inter-agent separation, as that would reduce the likelihood of collisions. At a macroscopic scale, this is equivalent to the crowd as a whole trying to attain a state with lower mean density. This is analogous to the role of pressure in fluids and granular materials.

Considering the crowd as a compressible fluid, we define a pressure-like field \( p \) as a monotonically increasing function of density \( \rho \). Its effect is to allow density fluctuations to propagate through the crowd, similar to the waves observed in turbulent crowds. In order to avoid confusion with the “pressure” metric \( \Pi \) used later in the paper, we call this functional form discomfort. The behavior described previously can thus be expressed as a desire by the crowd to lower discomfort caused by high densities and cramped spaces by moving along its gradient. By ensuring that the gradient of density is tangential to obstacles in Section III A we ensure that pressure gradient is tangential to obstacles as well, ensuring that the component of agent velocity normal to obstacles is zero.

To define a functional form for discomfort, we make certain observations:

1. Discomfort must be a constant below a critical density of 3.5 people per m\(^2\), i.e. its gradient is zero. Pedestrians at such densities can move freely towards their goal, and thus we expect virtual agents to do the same.

2. At higher densities, discomfort rises steeply. This is expected as pedestrians still have available space to navigate and reach lower density regions.

3. Beyond a certain yield density of 5.5 to 6 people per m\(^2\) the gradient of discomfort reduces and plateaus. This is a reflection of the fact that at such densities, pedestrians would lose the available space to navigate and thus have a more limited set of responses.

We note that a number of functions can follow these considerations and yield similar results. We choose a form similar to one proposed by [28], where a similar concept of discomfort is proposed:

\[
g(\rho) = \left\{ \begin{array}{ll}
0, & \text{if } \rho < \rho_{\text{crit}} \\
c_1 \frac{\rho}{\sqrt{\rho_{\text{yield}} - \rho + \epsilon}} - c_2, & \rho_{\text{crit}} \leq \rho < \rho_{\text{yield}} \\
c_3\rho - c_2, & \rho \geq \rho_{\text{yield}}
\end{array} \right.
\]

where \( \epsilon \) is a small positive constant, \( c_1 \) is a parameter, and \( c_2 \) and \( c_3 \) are chosen to ensure continuity of the function at \( \rho_{\text{crit}} \) and \( \rho_{\text{yield}} \). The function grows steeply to the yield point \( \rho_{\text{yield}} \) after which it grows linearly. Specific values used for these constants as used in our simulations are defined in Section V.

The other essential component of inter-personal stress is friction. Without modeling friction, stick-slip instabilities observed in turbulent crowds cannot be obtained. Friction modeled here represents the combination of two possible responses. The first is the friction between agents in contact, which in turbulent crowds can cause physical damage and even rip clothes off of people [1]. The second follows from the original intent of pedestrians to avoid collisions. At very high densities, relative motion between agents is likely to cause contact. In such situations, maintaining the relative configuration amongst
agent neighbors can be a viable strategy to avoid collisions. At a macroscopic scale, this corresponds to clusters of agents moving coherently.

Though the use of friction as part of a collision avoidance algorithm has been suggested in different contexts, these approaches have modeled only one kind of friction [29]. In order to obtain stick-slip instabilities, it is essential to model both static and kinetic friction, along with an appropriate yield condition that controls the transition between the two. Static friction prevents relative motion between two bodies in contact, while kinetic friction acts to oppose relative velocity between two bodies already having relative motion. A number of models exist in the domain of granular materials to model such phenomena. We choose a computationally efficient continuum model [30], which we find is sufficient to replicate stick-slip instabilities.

Based on the maximum dissipation principle, this formulation computes the frictional stress which minimizes the kinetic energy of the crowd flow, as defined using velocity from Equation (7). However, the frictional stress is constrained by a yield criterion, which relates the magnitude of frictional stress to the amount of normal stress, which in our case is discomfort. In keeping with [30], we use the Drucker-Prager yield criterion:

$$\|s\|_F \leq \sqrt{3} \alpha g(\rho)$$

(11)

where $\|s\|_F = \sqrt{\sum s_{ij}^2}$ is the Frobenius norm, and $\alpha$ is the coefficient of friction.

The kinetic energy after a time step $\Delta t$ can be approximated [30] as

$$E = \frac{1}{2 \rho_{\text{yield}}} \int \|\rho (v_t - \nabla p) + \Delta t \nabla \cdot s\|^2 dV,$$

(12)

which is a quadratic functional of the frictional stress field $s$. The value of $s$ is determined by minimizing $E$ subject to the yield criterion [11]. Upon discretizing $s$ on the simulation grid and approximating the yield criterion by an intersection of half-spaces, we obtain a constrained quadratic programming problem, which can be solved using standard methods. We obtain efficient convergence using the solver proposed by [31].

V. VALIDATION

We ran simulations using our model to recreate the behavior observed in two crowd disasters. For all simulations, the critical density $\rho_{\text{crit}}$ was 3.5 people per m$^2$, yield density $\rho_{\text{yield}} = 5.5$ people per m$^2$, constants $c_1 = 13.33$, $c_2 = 1.5$, with $\epsilon = 0.01$. We use a friction coefficient $\alpha = 0$ at densities less than $\rho_{\text{crit}}$, $\alpha = 0.75$ at densities greater than $\rho_{\text{yield}}$, with linearly interpolated values for $\rho \in [\rho_{\text{crit}}, \rho_{\text{yield}}]$. We use a second-order midpoint method for time integration.

![FIG. 2: (Color online) Scene setup for Hajj simulations. The scene consists of two merging sets of agents emerging from the inlets shown in the blue checkerboard pattern, following the path highlighted by dotted arrows and exiting via the wavy yellow outlet on the right. Corridor dimensions are shown by red arrows.](http://gamma.cs.unc.edu/CrowdTurbulence)

![FIG. 3: (Color online) Representative trajectories taken by agents in the Hajj simulation to travel a distance of 8m in laminar (red, right), stop-and-go (black, middle) and turbulent flow (blue, left), with time rescaled to unity.](http://gamma.cs.unc.edu/CrowdTurbulence)

Animated visualizations of the simulations generated by our crowd turbulence model in the following two scenarios can be found online:

1. [http://gamma.cs.unc.edu/CrowdTurbulence](http://gamma.cs.unc.edu/CrowdTurbulence)
FIG. 4: (Color online) Temporal evolution of velocity components $v_x$ and $v_y$. Under laminar flow $v_y$ will remain close to zero. However, under turbulent flow, such as in this case, we observe motion that is orthogonal and even against the desired direction of motion (along the $+x$ direction).

A. Hajj

The Hajj is an Islamic pilgrimage to the city of Mecca, where millions of people undertake every year. Over the past two decades, it has been the location of multiple crowd disasters resulting in the loss of over a thousand lives. As a result, it has also been the focus of research in crowd analysis and simulation. Simulations have been performed on a representative scene proposed by [2, 25]. The scene setup is shown in Fig. 2.

We ran simulations for a wide range of average densities, from 3.5 people per m$^2$ (4400 agents) to 6 people per m$^2$ (6800 agents). We observe the emergence of stop-and-go waves even at densities at lower end of our range, while at the higher end of the range we observe the emergence of crowd turbulence. As seen in Fig. 5a, the variation of speed vs. density follows a similar decreasing trend as observed for other models and real-world data. At densities below 5 people per m$^2$, behavior is primarily dictated by the existing local navigation model [19]. Since their model utilizes a linear representation of the fundamental diagram, slope of the curve at these densities follows a linear trend. At densities higher than 5 people per m$^2$, our model exhibits a close correspondence with the speed trend noted by [1], as well as similar magnitudes.

We use the “pressure” metric $P$ defined by Helbing et al. [1] as an indicator of crowd turbulence:

$$P(x,t) = \rho(x,t) \text{Var}_{x,t}(v)$$  \hspace{1cm} (13)

where Var$_{x,t}(v)$ is the variance of velocity. In practice, we only compute this variance with respect to either space or time. Previous work shows that real crowds become turbulent at values of $P$ greater than 0.02. As shown in Fig. 5b, our simulation replicates turbulent crowd conditions at densities greater than 7 people per m$^2$.

Fig. 5 shows representative trajectories for agents moving in the Hajj scene. Under laminar flow conditions, agents move unhindered along their desired direction of motion, forward along the $x$-axis. At the onset of stop-and-go flow, we observe that agents sometimes come to a standstill, as denoted by the trajectory becoming vertical for a short period of time. However, at the onset of turbulent flow, we see that agents can even be pushed...
FIG. 6: (Color online) Plot of crowd “pressure” overlaid with mean flow velocities for a time period of 3 seconds for (a) stop and go flow, and (b) turbulent flow. Note formation of irregular clusters as denoted by isocontour lines. Color bars show range of “pressures” observed; note that values greater than 0.02 do not arise in the occurrence of stop-and-go waves.

Fig. 6a and Fig. 6b demonstrate the cohesive flow that arises at the onset of stop-and-go waves and turbulence respectively. At the onset of stop-and-go waves, a concentration of agents develops behind and in front of the rarefaction wave. As these disturbances intensify into crowd turbulence, we see creation of agent clusters as illustrated by irregular isocontours in Fig. 6b. The stick-slip instability manifests at the boundaries of these clusters. As demonstrated by these plots, our model is able to replicate known observations of crowd turbulence at the Hajj.

B. Love Parade 2010

The Love Parade was an annual electronic dance music festival held in Germany. At the event in 2010, held at a railway yard in Duisburg, Germany, a crowd control failure led to the 21 casualties from suffocation, with more than 510 people injured. Though the venue was intended for 250,000 people, up to 500,000 people reportedly attended, with about 3200 police present for crowd control. Due to miscommunication between the various police groups, two inlets were opened allowing a large
FIG. 8: (Color online) Plot of crowd “pressure” overlaid with mean flow velocities for a time period of 3 seconds for turbulent flow. Note formation of irregular clusters as denoted by isocontour lines. Color bars show range of “pressures” observed.

influx of pedestrians to enter a corridor blocked by an outflux of pedestrians wanting to leave the concert. The resulting bottlenecked situation caused turbulent conditions to develop, leading to multiple casualties.

Based on known data from the venue, we set up a representative scene to model a portion of the railway yard where the mishap occurred. This scene setup is shown in Fig. 7. Recently, the disaster was analyzed in [2], and an official documentary reinforced the view that crowd turbulence was responsible for the casualties.

We note that in our simulations, we observe turbulence at densities of 5.5 people per m² and higher, as seen in Fig. 9a, and observe turbulent oscillations similar to those seen in the official documentary (5:42–5:52). As seen in Fig. 8, most intense turbulence is observed in the region where incoming and outgoing agents meet. In addition, we see formulation of clusters with stick-slip instabilities similar to those observed in the Hajj scenario as demonstrated by variation in “pressure” throughout the crowd.

C. Importance of Friction in Simulating Crowd Turbulence

In order to validate the hypothesis that inter-personal friction is essential for simulating crowd turbulence, we simulated the Hajj scenario with discomfort alone. As is evident from the “pressure” plot in Fig. 9a without the added contribution of friction, turbulence is not observed.

As noted earlier, cluster formation is one of the hallmarks of crowd turbulence. A plot of the magnitude of the strain rate tensor $\|\nabla v + (\nabla v)^T\|_F$ in Fig. 11 shows isocontours delineating variation in velocity. These variations indicate shear regions where agents slip against each other, thereby marking cluster boundaries. Such a transition cannot occur without friction, underlining its importance in a crowd turbulence model.

VI. CONCLUSION

In this paper, we have postulated that modeling inter-personal forces is necessary for simulating crowd turbu-
FIG. 10: (Color online) Plot of crowd “pressure” $P(t) = \langle \rho(t) \text{Var}_x(v) \rangle_x$ in the Hajj scenario with both discomfort and friction (top), and with discomfort alone (bottom). $\langle \cdot \rangle_x$ denotes the mean computed over the entire scene. Note how discomfort alone is unable to recreate turbulent flow conditions.

FIG. 11: (Color online) Plot of the magnitude of the strain rate tensor $\| \nabla v + (\nabla v)^T \|_F$ at $t = 3s$ for turbulence flow in Hajj scenario. Note cluster formation as shown by isocontours.

To validate this hypothesis we propose a novel model for turbulent crowds, using which we are able to simulate stop-and-go waves as well as chaotic behavior symptomatic of crowd turbulence. These reproduce the features of well-known crowd disasters at the Hajj and the Love Parade disaster of 2010. Our model also shows good correspondence with quantitative metrics proposed for detecting crowd turbulence and establishes the importance of modeling friction for simulating crowd turbulence.

Our model can simulate such crowds with globally computed stress at interactive rates on current generation PCs. We believe this finding opens up possibilities of real-time response to crowd conditions that may pose threats of developing into crowd turbulence. It should also prove to be a valuable aid for safety planning and disaster prevention, by allowing planners to test designs for the possibility of crowd turbulence.

The numerical validation shown in this paper has focused on the limited set of metrics reported in previous work. Our model is consistent with real-world data as measured by these metrics. The lack of detailed real-world datasets prevents more extensive validation of the model, our hypothesis, and the underlying forces.

In order to ensure efficient simulation, we compute stress using the solver used by [30] which approximates the Frobenius norm using the infinity norm. Though the error of such an approximation is bounded, it may cause minor deviations from expected behavior. A solver that can determine stress under Frobenius norm constraints could improve accuracy of computed results.

Though our model closely matches data from real instances of crowd turbulence, we believe that results can be further improved with automatic parameter tuning [35] and validation of our model with more real-world data. Expanding the limited set of publicly available data from crowd disasters with fine-grained information about pedestrian trajectories and velocities would allow the development of significantly more accurate models.
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[33] See Supplementary Material at [] for animated visualizations of simulations.
