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ABSTRACT
We present an approach to “participatory route planning,” a novel concept that takes advantage of mobile devices, such as cellular phones or embedded systems in cars, to form an interactive, participatory network of vehicles that plan their travel routes based on the current traffic conditions and existing routes planned by the network of participants, thereby making more informed travel decisions for each participating user. The premise of this approach is that a route, or plan, for a vehicle is also a prediction of where the car will travel. If routes are created for a sizable percentage of the total vehicle population, an estimate for the overall traffic pattern is attainable. Taking planned routes into account as predictions allows the entire traffic route planning system to better distribute vehicles and minimize traffic congestion. We present an approach that is suitable for realistic, city-scale scenarios, a prototype system to demonstrate feasibility, and experiments using a state-of-the-art microscopic traffic simulator.
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1. INTRODUCTION
Traffic congestion management is a global challenge that has increasingly important economic, societal, and environmental impacts. It is unlikely that traditional physically-centered mitigation strategies by themselves will be successful or sustainable. Numerous strategies have been proposed to construct Intelligent Transportation Systems (ITS) by incorporating sensing, information, and communication technologies in transportation infrastructure and vehicles. Through networks of sensors, recent cutting-edge efforts can provide real-time traffic monitoring for subsets of the road network, but they have not yet offered system-level relief to the traffic congestion problem.

When planning a route, state-of-the-art planners use traffic predictions derived largely from recent and/or historical traffic data. Live traffic data can be collected by loop-detectors, cameras, toll port data, and cell phone localization. These systems provide the traffic volume at certain locations at fixed frequencies [3], which can then be used by vehicles to plan around congested areas. However, live data alone does not enable predicting future traffic conditions. For example, if a route is planned in which a car arrives at a certain road in 30 minutes, the current conditions may not be an accurate estimate for the conditions of that road 30 minutes later.

This problem can be addressed by using a prediction scheme for the future traffic conditions based on the current and historical probabilistic data of traffic conditions at similar times of the day under similar weather conditions [10], [19], [18]. However, these predictions are not valid if a large portion of the vehicles take the historical knowledge into account. For example, if there exists a centralized route planner controlling every car in the system, historically congested areas would be unduly avoided, causing congestion to appear in new areas: the historically predicted pattern would not arise.

Extending and exploiting the idea of participatory sensing [4], we propose the novel concept of participatory route planning, which uses the routes of vehicles in the current networked system to coordinate with each other by sharing their planned routes with a central router via mobile communication. Our adaptive approach accounts for the fact that when a route is planned for a car, that car will then cause a small increase to the traffic density on the roads it later traverses. We can thus use the predicted paths from the route planner itself as an information source, in addition to historical data and/or current traffic condition. This allows our participatory route planning system to plan routes more effectively for a large percentage of the cars as the impact of their routing choices on future traffic conditions is taken into account. Every car that queries the route planner can then use this information to plan a route for itself and implicitly coordinates the route with the previously routed vehicles. Its planned route is then used to update the estimate of future traffic conditions for other vehicles participating in this system.

We present large-scale experiments using a state-of-the-art microscopic traffic simulator to demonstrate the functionality of our system in scenarios ranging from small convoys of a couple hundred cars to city-scale rush hour scenarios with thousands of cars. Our experimental results suggest that such participatory route planning can better coordinate and distribute vehicles, resulting in an overall reduction in travel time. Further, we provide a prototype system demonstrating how a system such as ours could be feasibly implemented for city-scale demand.
Main Result. The key contributions of this paper include:

- The concept of participatory route planning, in which users query a route planner via mobile communication with their current location and goal, and the route planning system implicitly coordinates traffic flow for the users;
- An extension of “Self-Aware Traffic Route Planning” [27] to account for real world traffic dynamics and road-network intersections;
- A prototype demonstration system that can handle thousands of queries and illustrates how features such as destination prediction can be incorporated; and
- Multiple validation experiments using microscopic traffic simulation, including an experiment derived from real-world census data.

The rest of the paper is organized as follows. In Section 2, we discuss related work to our approach. In Section 3, we give an overview of our prototype mobile system. Section 4 presents an overview of the mathematical framework we build upon and our new algorithms for participatory route planning. Finally, we discuss the implementation, experimentation and validation of this novel approach in Section 5. We conclude by discussing future research directions.

2. PRIOR WORK

Our system builds off of the theoretical framework proposed by [27], which is discussed in detail in Section 4.1, “Mathematical Framework”. This paper presents a routing approach that incorporates updating time-varying, Gaussian density distributions for uncertain routes. Their route planning algorithm is primarily inspired by [17], which presents a planning algorithm using graphs with stochastic, time-invariant edge costs.

A related body of work includes [7], which proposed a multi-agent reservation-based system to replace existing signalized intersections. Our route planning algorithm also takes into account the effect of other users in the system, but, in contrast, our algorithm uses a global, macroscopic approach to alleviating overall traffic congestion, rather than local considerations of intersection throughput.

To create the system proposed by [7] in the real world would also require highly accurate sensors at every intersection in the system, whereas our system requires no additional sensing infrastructure.

Another body of related work is the study of Dynamic Traffic Assignment, the problem of distributing flows of traffic from known origins and destinations. A summary of approaches can be found in [20]. Most relevant to our work are the solutions involving simulation, such as [8]. In these approaches, vehicles are iteratively routed and simulated until an equilibrium is reached in which no further reduction in travel time can be obtained.

We have created a mobile system that features our participatory route planning algorithm. Our mobile system is similar to CarTel ([11]), a mobile sensor computing system that utilizes connectivity to the internet and GPS to collect and process data from sensors located on mobile systems. In this respect, our work also resembles that of the Mobile Millennium project, which attempts to use GPS in cellular phones to gather traffic information in real time ([12], [1]). However, in contrast to these projects, which sense live traffic data, our system not only considers current traffic conditions, but also utilizes the plans of the users to coordinate those users by predicting their effect on the road conditions.

3. PROTOTYPE SYSTEM

Participatory routing has performance requirements distinct from typical routing systems due to the heavy volume of queries that are expected. We have therefore created a prototype system to show that such a system can be created, and that it can perform in real time.

Our system implements a client and server architecture (Figure 2). For our client implementation, we have created a mobile application that is capable of asynchronously sending routing queries to the server and obtaining routes to the desired location. Once a user has chosen a destination on the client, an asynchronous routing query is sent to the server with the most recent information regarding the user’s latitude, longitude, and orientation.

In order to handle requests from numerous clients, our server employs an asynchronous and multi-threaded approach. One thread is
daily movements by estimating the transition probabilities between locations. Since our client program does not run at all times, GPS data is not present continually. Therefore, we adapt the proposed methods to use information from users’ past routing queries to forecast their destinations: at the time a query is requested, the client checks to see what the most likely destination is using the user’s current location and the frequency of previous destinations from the current location. This model could also be extended to take the time of departure into account or aggregate multiple users’ data to identify common trips.

4. ALGORITHMS

In this section, we present the key mathematical foundation and the new algorithms for participatory route planning.

4.1 Mathematical Framework

\[
\text{TRAFFICA}^*(s, g, t_0)
\]

1: \( \forall u \in V : \tilde{\tau}_u \leftarrow \infty, \hat{\tau}_u \leftarrow \infty; \tilde{\tau}_s \leftarrow 0; \hat{\tau}_s \leftarrow 0 \)
2: \( \text{OPEN} \leftarrow \{s\} \)
3: \( \text{while } \text{OPEN} \neq \emptyset \) do
4: \( u \leftarrow \arg \max_{u \in \text{OPEN}} \{\tilde{\tau}_u + h(u) + w(\tilde{\tau}_u + h(u))\} \)
5: \( \text{OPEN} \leftarrow \text{OPEN} \setminus \{u\} \)
6: \( \text{if } u = g \) then
7: \( \text{return} \)
8: \( \text{end if} \)
9: \( \text{for each edge } e = (u, v) \text{ in } G \) do
10: \( \mu \leftarrow \tilde{\tau}_e(t_0 + \tilde{\tau}_u) \)
11: \( \sigma \leftarrow \tilde{\tau}_e(t_0 + \tau_u) \)
12: \( \text{if } \tilde{\tau}_u + \mu + w(\tilde{\tau}_u + \sigma) < \tilde{\tau}_v + w\tilde{\tau}_e \) then
13: \( \tilde{\tau}_v \leftarrow \tilde{\tau}_u + \mu \)
14: \( \hat{\tau}_v \leftarrow \hat{\tau}_u + \sigma \)
15: \( \text{pred}(v) \leftarrow u \)
16: \( \text{OPEN} \leftarrow \text{OPEN} \cup \{v\} \)
17: \( \text{end if} \)
18: \( \text{end for} \)
19: \( \text{end while} \)

Figure 4: The A* algorithm from [27] to compute an optimal route with respect to the cost metric between start node \( s \) and goal node \( g \) at time \( t_0 \). \( \tau \) values are travel time estimates/costs, and \( h \) is the heuristic function.

Our system is inspired by the mathematical framework introduced in [27]. This work suggests a theoretical approach to routing vehicles that considers the system’s own planned routes as a new source of information. The method routes cars individually, and then uses the planned routes as estimates for the cars’ trajectories in the near future. These trajectories, in aggregate, form an estimate of the future traffic pattern. This method is composed of (a) a route planner that computes paths for cars through a time-dependent density field defined on the road network and (b) an updater that modifies the density field according to the calculated route.

The route planner makes use of a stochastic \( A^* \)-search algorithm through a time-dependent density field. This field is composed of Gaussian distributions, discrete in time and space, defined over the road network graph, \( G \). The algorithm is shown in Figure 4. For each road explored, the cost of traversing the road is the estimated travel time:

\[
\tau_r(t) = \frac{\ell_r}{f_r(\nu_r(t))},
\]

Figure 2: System overview of our client- and server-side model:
The client-side component (with the orange background) illustrates our mobile app system; the routing query is received from the client, serialized, and sent to the server, which handles the request. The server-side component (shaded in blue background) shows the handling of the routing query and our participatory route planning process. The routing algorithm is run with respect to the destination request, the stochastic road map is updated, and the optimal route in term of travel time is sent back to the client.

Our client system’s interface, which can be seen in Figure 3, is based on common mobile and GPS routing programs on both Android devices and iPhones. However, a participatory system has some distinct requirements. As mentioned before, this system is envisioned to involve a large portion of the traveling vehicles: a typical use case would be someone commuting to work in the morning.

Our destination prediction system is based on [2] and [16]. In both of these approaches, the authors used streams of GPS data to construct Markov models, which were then used to infer the user’s
which is the length of the road divided by the estimated velocity, \( f_e(\rho_e(t)) \), which is a function of the estimated density. The function uses values for the maximum density and maximum velocity to determine the current velocity, which can be estimated using a number of models, as discussed in [9, 28]. In our work, we use a version of the function for the equilibrium velocity presented in the Aw-Rascle-Zhang traffic model,

\[
f_e(\rho_e(t)) = (v_{\text{max}} - v_{\text{min}}) \cdot \left( 1 - \frac{\rho_e(t)}{\rho_{\text{max}}} \right)^{\gamma} + v_{\text{min}}
\]

Once a route has been planned, that route is considered an estimate for where that car will go in the future. For each car routed, the method adds a marginal amount of density to the road network along the planned path. For each edge of the route, the travel time estimates are used to calculate the probability that the car is on that edge at a certain time,

\[
q_{(u,v)}(t) = \int_{t-\ell}^{t} pdf_{\gamma}(t') \, dt' \cdot \int_{-\infty}^{t-\ell} pdf_{\gamma}(t') \, dt',
\]

where \( q_{(u,v)}(t) \) is the probability that a particular car is on edge \( e = (u,v) \) at time \( t \). This car is then added to the density field for that road segment, taking into account the length of the road:

\[
\rho_e(t) = \rho_e(t) + q_{(u,v)}(t)/\ell_e.
\]

This approach, though promising, has several shortcomings. First, the method ignores traffic flow dynamics that can lead to the spread of traffic congestion and jams. Second, the method ignores the effect of traffic intersections, which can be a significant cause of congestion and delay in urban scenarios. Third, there is not sufficient validation: the preliminary results were given for cars moving through a simple 5x5 grid without realistic intersections, and the simulator used for experimentation is a highly abstract method. Finally, the method does not make use of the “participatory sensing” framework to update routes and conditions.

We introduce a novel concept of “participatory route planning” that exploits both “participatory sensing” [4], for continuous real-time traffic updates, and “self-aware route planning” [27], on the premise that the planned routes become an integral part of realistic traffic prediction. Furthermore, we also introduce stochastic models to handle complex urban scenes as encountered in real-world scenarios. As discussed in Section 5, “Experiments”, we further undertake a rigorous investigation on the performance of this new participatory route planning algorithm with a commonly-used, state-of-the-art microscopic traffic simulator.

### 4.2 Participatory Route Planning

“Participatory route planning” synthesizes ‘participatory sensing’ to refine and update the traffic patterns and self-aware route planning [27] to handle real-world urban conditions and to improve the predictive capability. Compared to prior work, this algorithm can handle traffic flow dynamics and takes into account delays caused by signalized intersections.

#### 4.2.1 Traffic Flow Dynamics

In the original formulation, the travel time estimate for a road is calculated as

\[
\tau_{\text{travel}} = \frac{\ell}{f(\rho(t))},
\]

where \( \rho(t) \) is the time-dependent density, \( \ell \) is the road length, and \( f(x) \) is a function that maps density to velocity using a fundamental diagram. However, this ignores the dynamics of real world traffic. If a downstream road is heavily congested, that congestion limits the amount of flow that can enter the road, propagating the congestion upstream.

To account for this, we modify the model to account for the flow between roads. Given two connected roads, at some time \( t \), we know their densities, velocities, and speed limits, which are all considered constant during the time interval. To find the flow between these roads, then, we can use a Riemann solver, as is done in continuum and hybrid traffic simulation [23, 22]. This flow thus limits
how many cars can enter the downstream road during the time interval.

However, we do not have a continuum traffic simulator: we need to calculate travel times for individual vehicles. To accomplish this, we build a queuing model over our continuum traffic representation using the above flow calculation. For this, we first calculate the expected number of cars on the road as \( c = \rho(l) \times f \), where \( \rho(l) \) is the time-dependent density, and \( l \) is the road length. We then calculate the outflow, \( o(t) \), or the number of cars per time interval that can depart, using a Riemann solver for the Aw-Rascle-Zhang (ARZ) system [23], as our routing system models traffic in the same manner as ARZ \(^1\). For a simple connection of two roads, we can now calculate how long it takes for the current cars to exit the road, and thus how much time it would take a new car to traverse the road.

However, at most intersections there are multiple downstream roads, and it is not generally known to which the cars currently on the road will go. This means we do not know what road or roads to use to calculate the outflow. The current cars, represented by the density value, could have been previously routed, sensed, or estimated from historical conditions. To address this, we make a worst-case assumption that the preceding cars on the road will choose the downstream road with lowest outflow. Alternatively, the model could choose a best-case outflow or an average outflow. However, we have observed that the worst-case assumption works best in practice.

The time required for the existing cars to leave the road is \( \tau_{\text{drain}} = \frac{c}{o} \). This cost is only taken into consideration if it is greater than the previously estimated travel time,

\[
\tau_{\text{est}} = \max(\tau_{\text{travel}}, \tau_{\text{drain}})
\]
as a car either freely traverses a road and departs or it reaches the end of an existing queue and waits for it to empty.

### 4.2.2 Intersection Delay

In the earlier work on traffic-predictive routing, intersections were only considered for their topological properties: they only created the connections of the network. In real world scenarios, especially urban scenarios, intersections cause delays that need to be modeled.

Above, we calculated a delay time due to the need for a queue of traffic to empty. However, that model assumes an uninterrupted flow out of the road. If the road has a signalized intersection, this flow will be broken by the traffic signal’s cycles. Therefore, for signalized intersections, we modify the \( \tau_{\text{drain}} \) equation to incorporate the cycles of the traffic signal. The cars can only leave the road during the green light portion of the cycle, which is \( \tau_g \) seconds long. Due to reaction time and acceleration constraints, only a portion of this will be usable, \( \tau_g^* \) [6]. To empty the queue of cars will require a number of cycles,

\[
c_g = \frac{\tau_{\text{drain}}}{\tau_g^*}
\]
where \( c_g \) is the number of effective green lights needed for the outflow to finish.

Each of these cycles takes

\[
\tau_g^* f = \tau_f
\]

where \( i \) is the number of independent green cycles. The final time estimate then is

\[
\tau_{\text{light}} = c_g \times \tau_f
\]

and thus the overall model is

\[
\tau_{\text{final}} = \max(\tau_{\text{est}}, \tau_{\text{light}}) + \tau_c
\]

where \( \tau_c \) is a constant cost for the intersection regardless of the current queue length, \( \tau_c = \tau_f (1 - \frac{1}{\tau_g^*}) \frac{1}{2} \), representing the probability of a red light when no other cars are present.

### 4.3 Analysis

For each car, an A* algorithm computes the path to the goal. As the error between our heuristic and the actual distance, \( h(v) \), is not bound by \( O(h_{\text{opt}}(v)) \), the time complexity of the search will be exponential in the path length, like most A* computations [21]. We use a simple shortest-distance heuristic, and it is likely a more sophisticated heuristic could significantly prune the number of edges that get explored.

Each route also causes the traffic density representation to be updated. For each of the \( n \) edges of the route, the density values for \( d \) time steps need to be updated. The number of timesteps depends on the probability threshold used, i.e., when the marginal addition of density is ignored, the uncertainty of the car’s arrival and departure times, and on the size of the time discretization, \( \Delta t \). The cost of the update is then \( O(nd) \). To reduce the memory requirement of the density field, a sparse vector representation can be used.

### 5. EXPERIMENTS

As a proof-of-concept, we conduct city-scale experiments to demonstrate the functionality of our system. These experiments start by illustrating simple behaviors and then build up to more complex scenarios.

To perform these experiments, we use the Simulation of Urban Mobility (SUMO) simulator [13], a state-of-the-art microscopic traffic simulator. Our experiments consist of comparing the performance of our participatory routing system against baseline routing systems in various scenarios. For each experiment, we create a population of vehicles, each with an origin, a destination, and a departure time. The cars are populated at a specified rate using a Poisson instantiation process, creating a relatively uniform distribution of cars over time. We create routes for these vehicles using both our method and baseline methods. These sets of routes are independently simulated, and we compare the resulting statistics, particularly the travel time, for each vehicle. The road networks used for these experiments are from Open Street Maps. The speed limit parameter for each road segment was assigned by SUMO, the maximum density for each road was calculated from the road and car lengths, and the average length of the green-light cycles for intersections are assigned by SUMO. We consider the exact cycle timings for the intersections to be unknown: i.e., for a road at a given time, we do not know if the light is green or red.

The remainder of this section is organized as follows. In Section 5.1, we compare our approach with “Self-Aware Traffic Routing” [27]. In Section 5.2, we discuss the baseline approaches we use for comparison. In Section 5.3, we describe the simulation scenarios. In Section 5.4, we discuss the results of simulating those experiments.
The simplest baseline system we use is a shortest-path router. The systems:

Our simulations compare our method with the following baseline systems:

5.2 Baselines

One of the most significant advantages of our approach is that we can more accurately predict the travel time of cars than [27] (as shown in Figure 5), and thus we can use the planned routes themselves to better predict future traffic patterns. This capability enables our method to be used in conjunction with real-time sensing and planning. An example of this can be seen in Figure 10, in which our method can predict patterns of congestion, while the Self-Aware framework predicts fast travel and little to no congestion.

5.1 Comparison with Self-Aware Traffic Routing

Our system builds on the theoretical framework of “Self-Aware Traffic Routing”, [27]. In this work, a stochastic graph algorithm enables paths to be aggregated statistically, allowing future searches to take into account their effects on future traffic. However, this work was not experimentally validated; it only considered a highly abstract 5x5 grid-based graph with no lanes, no traffic lights, no highways, etc.; it ignored traffic jam formation; and it did not address any real-world considerations of creating such a system. In this paper, we consider and address all of these complex issues observed in real-world traffic for common urban scenarios.

One of the most significant advantages of our approach is that we can more accurately predict the travel time of cars than [27] (as shown in Figure 5), and thus we can use the planned routes themselves to better predict future traffic patterns. This capability enables our method to be used in conjunction with real-time sensing and planning. An example of this can be seen in Figure 10, in which our method can predict patterns of congestion, while the Self-Aware framework predicts fast travel and little to no congestion.

5.2 Baselines

Our simulations compare our method with the following baseline systems:

5.2.1 Shortest-Path Router (SP)

The simplest baseline system we use is a shortest-path router. The router we use for this is Duarouter, part of the SUMO package. We provide this router with the start and goal roads for each query, and it returns a route that we then provide to the simulator.

5.2.2 Sensor-Data Router (SD)

This baseline system models existing, state-of-the-art commercial systems. These systems can receive sensor readings from highway loop-detectors, mobile devices, and other sources to create velocity estimates for the road network. These velocity estimates can then be used to find the fastest path to the goal. Similarly, this baseline router receives the mean velocity for every road in the network every 60 seconds, which represents the aggregation period used with real sensors. For each vehicle, this baseline plans the fastest route given the current velocities and road geometries. To implement this, we simulate all cars up to the end of the current time window, \( t_i \), and then export the mean velocities of that time window, \( \Delta t = t_i - t_{i-1} \), back to the router. We then route vehicles that depart between \( t_i \) and \( t_{i+1} \) using the reported velocities, simulate all cars up to \( t_{i+1} \), and so on.

It should be noted that real world systems would have noisy sensor measurements and would likely only have measurements on highways and major roads. In these regards, this SD baseline system is more powerful than existing navigation systems and routing alternatives.

5.3 Scenarios

In this section, we discuss our experimental set-up for various scenarios. These scenarios use two road networks, one of the lower portion of Manhattan and one of the city of Sioux Falls. In both of these scenarios, we simulate a population of cars that are assigned routes to follow and record the simulated travel times. The travel times for our method and the baselines are later compared.

5.3.1 Manhattan

These experiments show the behaviors and characteristics of the routing system in a realistic urban setting. They feature several traffic flows intended to illustrate the performance of the system in different scenarios. The map used for these experiments is of lower Manhattan from Open Street Maps. It is composed of 4,073 edges and 3,135 vertices. The total road length is 392,397 meters. A discretization of 5 seconds was used for the time domain.

Single-Source, Single-Destination (SSSD). The simplest routing test is between a single origin and destination (OD). Car queries were generated between a randomly chosen origin and a randomly chosen destination over a 20 minute period at a fixed rate using Poisson instantiation.

Multiple Source, Single Destination (MSSD). This scenario is modeled on a typical commuting pattern, in which vehicles from a surrounding area travel to a downtown area. The downtown area is defined by a bounding box, seen in Figure 6. The destination must be within this bounding box, while the origins must be outside and at least 1000m away. For the scenario, there are 5 origin locations generated and one destination. Traffic queries were generated using Poisson instantiation over a 20 minute period.

Multiple Sources, Multiple Destinations (MSMD). This scenario simulates a larger, more realistic traffic flow throughout a city. The traffic is generated by combining 10 MSSD scenarios, each of which has 5 origins and 1 destination. We again use a bounding box to restrict the destinations. This scenario is motivated by traffic patterns during the morning rush hour, when residents leave their homes and commute to workplaces. Traffic queries were generated using Poisson instantiation over a 20 minute period.

Using real-time sensing with our system. In this experiment, we demonstrate how real-time sensor data could be combined with our...
Figure 6: An example of the MSSD scenario: in which vehicles are spawned at various origin points and drive to a single destination. On the left is the mean velocity field of the fastest-path baseline router, and on the right is the mean velocity field resulting from our method. The destination point was chosen randomly inside the destination region, designated by the red rectangle. The origin points were chosen randomly outside this region with the additional constraint that they be at least 1km away from the destination. The mean velocity is shown as a color ranging from red, 0 m/s, to green, 13 m/s, the speed limit for most of the roads.

system. Currently, sensor data is only available on a limited portion of the road network, primarily on highways where loop detectors are present. This data is also not typically available in real time. As our system assumes a large number of vehicles are participating, the vehicles themselves can report conditions in real time by providing velocity and position updates. These updates can be filtered to create an estimate of the velocity for each road, as was done in [28].

To simulate this, we iteratively route batches of vehicles. Each batch consists of vehicles spawned during a time window of 60 seconds. For each batch, the mean velocity of each road in the simulation during the preceding batch is used as an input by our participatory routing system. This is done in a direct way by setting the speed-limit, $v_{\text{max}}$, for each road in our system to the corresponding simulated velocity. Historical data could be incorporated into our system in a similar manner.

5.3.2 Sioux Falls

These experiments are intended to show the behavior of the system in as realistic a scenario as we can create. For these experiments, we use a set of trips, created by [5], that match real-world conditions as defined by U.S. census data for the city of Sioux Falls. The origins and destinations for the morning rush hour portion of these trips can be seen in Figure 7. Versions of this scenario have been used by many traffic engineering studies, including [15, 14, 24]. One difference between our experiments and previous work is that we use a realistic street map from Open Street Maps data, whereas prior studies used a more abstract road network graph, representing only the major arterial roads and highways. This map is composed of 28,608 edges and 26,352 vertices. The total length of roads is 5,232,662 meters. A discretization of 10 seconds was used for the time domain.

In this experiment, we compare our routing approach against two baselines: (a) the basic shortest-path router and (b) the sensor-data router. The set of vehicle queries used is a portion of the Sioux Falls morning rush hour traffic, from 7 am to 9 am, and limited to specified numbers of cars in order to show the system performance at different load levels. In Figure 9, we can see the mean travel time of our method and of the two baselines for various numbers of vehicles. Each data point represents a separate experiment with the specified number of total vehicles routed.

5.4 Results

This section details and analyzes the results of the experiments described above. First the results of the Manhattan experiments are discussed, followed by the results of the Sioux Falls experiment.

5.4.1 Manhattan

A summary of the experimental results for the Manhattan scenarios can be seen in Table 1. The top half of the table shows the speed up statistics and the average time saved over the shortest-path baseline (SP). The bottom half of the table shows the same results for the sensor-data baseline (SD).

- SSSD. Our planner is able to get a mean speedup of 1.58 over SP by utilizing the spare capacity of the road network, saving an average of 10 minutes per car. One interesting aspect of this simple experiment is that our system was able to achieve
a speedup even though the total number of cars was less than 200! For the SD baseline, using the same car population, we achieve a more modest speedup of 1.13.

- **MSSD.** For this experiment, the mean speedup of our system over the SP baseline was 1.99, and the mean time saved was 14.51 minutes. One reason this scenario has a higher speedup than SSSD is that the routes chosen must converge on a single destination, creating areas where traffic flows together and creating congestion. For the SD baseline, we have a speedup factor of 1.38.

- **MSMD.** In the case of the highest traffic demand, our planner was able to achieve an average speedup of 2.02 over SP saving over 13 minutes of travel time. The sparse demand scenario shows the behavior when there is insufficient flow to cause congestion — there is no speedup and traffic lights cause random variations in travel time. Finally, in the mid-range scenario, our system achieved a speedup of 1.48, with 5 minutes of travel time saved. Our method achieved a small speedup of 1.16 over the SD baseline in this case. (For the dense case, the SD baseline created gridlock and its cars could not execute their routes.) A histogram of the speedup over SP for the middle density scenario can be seen in Figure 8.

- **Real-time Sensing.** We performed 20 randomized trials to investigate this system. For these trials, an average of 2400 cars were routed over a 40 minute period through the Manhattan road network using the same City-Traffic scenario setup described above. In Table 1, we present the speedup of our system with this real-time sensor data over our system without real-time sensor data, *Ours no sensor*. We can see that on average using this real-time sensing data provides an additional speedup. We believe this could be even greater if the vehicles in the system were able to transmit position updates, which is a functionality that cannot be simulated using SUMO.

### 5.4.2 Sioux Falls

The mean travel times for various flow levels can be seen in Figure 9. We can see that our method outperforms both baselines, achieving a mean time of 1189.99 seconds for twenty-five thousand cars, while SP had a time of 1996.89 and SD had a time of 1573.06, the speedups for which are 1.68 and 1.32. We can also see that at low flows, negligible speedup is present as there is less possible congestion.

**Routing as traffic prediction.** Our approach allows the routes of the vehicles to be used to estimate the future traffic pattern. This is possible because our routing system functions like a mesoscopic traffic simulator, i.e. a simulator in which individual vehicles are propagated while a macroscopic density field is maintained. Being able to predict the traffic pattern that results from the vehicles following their routes is important: this enables the approach to be enhanced using real-time sensor data and historical data. If the system has a good prediction for the traffic state at a time, it can then fuse that prediction with incoming sensor data.

However, using routing to predict the traffic state is also difficult. Traffic is a complex dynamical system with continuous and discrete aspects. Only the average behavior of the traffic lights is known. A single point of congestion can grow outward through the network and cause large deviations.

In Figure 10, we can see our system’s prediction for the evolution of the traffic state based on its routes. Two velocity fields are shown for our system’s prediction (middle) and for the simulated ground truth (top). Each figure shows the mean velocity for each road over a 10 minute period. We can see that the system predicts many areas of congestion correctly. However, the ground truth has some congested jams of greater severity than predicted. These jams are caused by intersections with stop signs, which can create an arbitrarily large delay for vehicles, causing congestion that grows through the network. This level of delay is difficult to predict, and so the travel cost for these intersections can be easily underestimated.

Please see [http://gamma.cs.unc.edu/PRP](http://gamma.cs.unc.edu/PRP) for an appendix with additional data and a video demonstration.

### 5.5 System Performance

In these experiments we demonstrate the performance and responsiveness of our server. In this experiment, the server was run on a 4-core, 3.33 GHz machine with 6 GB of memory. The simulated clients were run on a separate machine with the same specifications. The experiment consists of simulated clients generating queries, sending them to the server, and receiving responses. The
Figure 10: Each plot shows the mean velocity field over a ten minute time window, with a color ranging from red, 0 m/s, to green, 13 m/s. The top row is the ground truth; the middle row is the velocity field predicted solely by aggregating the routing requests of participating cars; the bottom row is the velocity field from using [27].

Figure 11: This figure shows the number of routes the server can generate in a period of time.

queries were generated by uniformly sampling random origin and destination positions.

In Figure 11 we can see the number of requests that the server can handle within varying periods of time. In this scenario, a single simulated client continuously sent queries to the server. We can see in Figure 11 that the server was capable of processing 6,000 routing requests within a period of ten minutes, which is a rate of 0.1 second per request.

5.6 Discussion

The experiments show a mean speedup for all the scenarios, though a few vehicles do have a slower travel time. One factor that leads to this is the random effects of traffic lights: the actual timings of traffic signals are unknown. An identical route will perform better or worse than its equivalent depending on how many red lights a vehicle needs to stop at. Another factor is the traffic jam growth. A vehicle that is stopped by an unexpected traffic jam will have a much larger travel time than a vehicle traveling an otherwise identical route.

An interesting question is why the sensor-aware routing baseline does not perform better, as knowing the current velocity instantaneously would seem to give a great advantage to routing. However, planning a route given the current conditions can actually be worse than using no traffic information at all. If the conditions for some road change before a vehicle reaches it, then its plan was based on faulty knowledge. For example, consider planning a trip from California to New York: certainly a traffic jam that exists in Ohio at the time of the query should not influence the planned route.

The experiments we performed have some limitations. First, the noisiness of real-world traffic and sensing are unknown and therefore not accurately accounted for in our simulation. Second, the traffic simulator, SUMO, has difficulty simulating highly congested urban traffic. In these cases, the simulator can experience gridlock, which prevents the simulation from terminating. This limited the density of cars we could generate in some experiments. We believe that our system would perform even better at higher demand levels.
6. CONCLUSION
We have presented an approach to coordinating vehicles using participatory route planning. With this method, planned vehicle routes are used as an additional source of information for estimating future traffic conditions, enabling our system to plan routes for a large portion of vehicles, or even for every vehicle, and achieve a speedup in travel time over planners that only use static conditions or only use historically-based predictions of traffic conditions. We have presented novel algorithmic contributions that enable our system to work in real-world conditions. We have also implemented and demonstrated a prototype mobile client-server system. Furthermore, we have presented experiments that validate the performance and effectiveness of our system in terms of improved travel time and reduced traffic congestion. One possible future direction is a blending of traffic flow reconstruction of real-time sensor data with simulated vehicles providing real-time updates, which was not possible with SUMO. Finally, we plan to further improve the computational efficiency of our approach.
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