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· What are the technical barriers and enablers (i.e., the research that needs to be accomplished) in robotics, modeling, artificial intelligence (AI), virtual environments (VE), and human-computer interaction (HCI)?

To define barriers one first needs to set out clear but presently unreachable goals. For my research this is simply stated as person-to-person interactions in real-time with a mix of real and virtual people.  The interactions need not be limited to conversations, in fact for training and human decision-making applications, the virtual people may be adversarial, neutral, afraid, opportunistic, etc.  These interactions in a VR space include all human communication channels such as gesture, facial expressions, eye movement, body pose, gait, sounds, and speech.  For real-time interactions, virtual people must manifest movements consistent with their cognitive and physiological states and, moreover, need to perceive movements in live participants in order to formulate a reactive response to the real person’s cognitive and physiological states.  While much is known about how to generate virtual human movements, such characters usually exhibit less than human behaviors unless considerable time and effort is spent capturing and processing performed movements.  Defining what is meant by and then generating consistent movements simultaneously across all body communication channels remains an open research area.  Conversely, the virtual actor needs to obtain real-time perceptions of live player communication channels in order to compute an appropriate response.  While some of this depends on lightweight or minimally intrusive sensors, there is still the problem of what to measure and what such measurements mean.

· What opportunities lie in the intersection of robotics, AI, VR, and HCI?

Given the barriers outlined above, the opportunities in the intersection of these fields lie in:

finding what information in each human communication channel is salient to what internal state or message (AI+VR); determining how the channels coordinate and synchronize (AI+CG); building movement generators driven from the internal state of the virtual character (AI+CG+HCI); and finally creating recognizers that observe, in real-time, salient cognitive and physiological states in a live participant (HCI+AI).  The loop is closed when the virtual human chooses its next action depending on its own internal states and the observations it makes of the other live players (AI+CG+VR+HCI).  There are also opportunities to model specific (as well as generic) individuals so that their decisions, emotions, moods, actions, and opportunities follow a particular person’s personality, beliefs, and motivations.

· How can these be exploited in order to achieve new technological advancements and develop novel applications?  What are some of the possible applications?

A truly interactive virtual person will be a worthy trainer and opponent.  By sensing the live participant’s overt and especially subconscious behaviors, the virtual person can capitalize on this knowledge to help or thwart the participant.  This is no less a role than that of a real person in a similar training scenario.  One hypothesis to be tested is that a reactive character with consistent realizations of its internal state will circumvent the seeming requirement of visual (shape) accuracy in a human model.  Another hypothesis is that by realizing movements from an agent’s internal state, internal conflicts or deliberate falsifications may be manifest by identifiable variations from consistency in various communication channels; there is already evidence that this is so.  Thus, rather than having a virtual person wear a clear friend or foe ‘look’, the live subject may have to attend to detail and nuance as much as would be needed in real life.

· What are the potential scientific and technological achievements expected in the near-term (3-5 years) and in the long run (5-15 years)?  
In the near term we will begin to acquire the information needed in order to make “whole” virtual characters behave more like real people.  Some of this will derive from analysis of real movements and application of suitable learning software.  This approach will also lead to recognizers that virtual people can use to understand real people’s actions better.  In the long run, we need to build up the internal models used by the virtual people – models that interlace personality, history, culture, current events, motivations, mood, and immediate situational context.  Eventually we may be able to build partial models of actual people we know, letting their surrogate selves participate for them in interactive scenarios

· What are the implications of success to the nation and our society?

VR will stagnate if it remains a passive navigational activity.  The success of military simulations has been in the real-time heart-pounding engagement of trainees with active opponents.  But the need for training people in contemporary situations entails less shooting and more observation, mediation, and sensitivity.  In particular, peacekeepers, police, fire, and other emergency personnel could save lives if they were able to train on demand in realistic simulators – even on a desktop PC.  Workers could train for a job without endangering co-workers or expensive equipment. Virtual human agents on the Internet might behave more like real people than repetitious non-emotional automatons.  By having virtual people appear to behave like real people and by having the virtual people observe and exploit the participant’s actions, the training experience will have presence, efficacy, and experiential value.

