Yiannis Aloimonos

Computer Vision Lab, Univ. of Maryland

AVWilliams Building

College Park, MD 20742

301-405-1743

yiannis@cfar.umd.edu

http://www.cfar.umd.edu/~yiannis/research.html

Research Interests: Computer Vision; Robotics & Planning; AI.

· What are the technical barriers and enablers (i.e., the research that needs to be accomplished) in robotics, modeling, artificial intelligence (AI), virtual environments (VE), and human-computer interaction (HCI)?

One of the basic barriers and enablers is the capability to make precise measurements of our environment on the basis of visual input and the use of these measurements in conjunction with motor representations to develop generic descriptions of action. In other words we need to create accurate descriptions of visual space-time. This, will not only revolutionize technology (augmented reality, interfaces, etc.) but it will enable AI to escape the dead-end that it has hit by presenting new opportunities for the study of meaning. Simply put, thought and cognition is not just a symbolic process as it is widely considered. It also has a geometry, a large part of which is the geometry of visual space-time. This geometry of thought is a new tool that can take us very far.

· What opportunities lie in the intersection of robotics, AI, VR, and HCI?

Robotics + Vision: Sensory feedback robotics will certainly stage a comeback in the scientific community. How could it happen? Up to now it concentrated on visual servoing approaches which, due to their inability to capture rich representations of space-time, ended up tracking a few points, usually put there by the designer. One needs to develop visual feedback robotics through patterns of visual spatiotemporal measurements. These are patterns in 2D (images), 3D (space) and 4D (space-time). Discovering such patterns and relating them to control is a fruitful research avenue. We cannot expect much from the work that concentrates on a few features. We need the signal and its properties during robotic control.

VR+Vision: In common engineering nomenclature an important problem in VR and related disciplines is the registration problem. This basically amounts to the mathematics of the "viewpoint" problem, that is figuring out the relationship among different coordinate systems using visual input. This problem lies at the intersection of VR with the mathematics of multiple views.

HCI+Vision+Robotics: Interfaces of the future will rely on the ability of intelligent systems to understand human action. Nowdays these systems are called cognitive. Action is very hard to recognize/understand because it looks different from different viewpoints. Action representations are patterns of motoric programs and space-time descriptions. They are very hard to learn and even harder to imagine. If one adheres to the principle of embodiment it is easy to conclude that a large part of action representations are innate, just like language. How do we make progress? Well, if you didn't have cameras to take pictures, you wouldn't have computer vision; if you didn't have motors, you wouldn't have robotics.  In the same manner, what makes us think that we could study actions if we don't have pictures of them? It is thus essential to be able to measure actions in 3D. This amounts to 3D video and photography which I think will constitute a very important tool for studying actions. If I have a 3D model of an action (actually 4D), this constitutes a new object that did not exist before. It doesn't mean that action descriptions are just that, they are not. But having actions in 3D allows to do statistics on them, it allows learning procedures to be applied for the purpose of dimensionality reduction, with the hope of discovering the patterns of visual space and motor control constituting these actions.

· How can these be exploited in order to achieve new technological advancements and develop novel applications?  What are some of the possible applications?

One of the biggest obstacles for progress is the correspondence problem in Vision. When that is addressed a new era will start in all related disciplines. But in the mean time, trying to deal with this we have learned a lot and specifically we have discovered the power of multiple view vision, or shortly Argus vision.If you take many cameras and put them together in networks of different topologies, the new eye you get is extremely powerful. Theoretically, it can deal with the registration problems of virtual and augmented reality, with 3D video and photography, and many other problems. From the practical side, it is somewhat of a challenge to deal with hundreds of video streams, but it is a technological challenge that can be addressed. As for the cost, it is concentrated on the network itself, which can be dealt with using special purpose hardware. The cameras are becoming cheaper and cheaper. Because industry started putting them on cell phones, you can now buy a few thousand (miniature) cameras for a few thousand dollars. So, the new applications are the old ones but using camera networks. It can be done.

· What are the potential scientific and technological achievements expected in the near-term (3-5 years) and in the long run (5-15 years)?  

Progress comes when new tools become available. I think these new tools are the Argus eyes, and the polydioptric eyes that can measure the plenoptic function. Think about it. For the past 100 years or so, we have been using the same kind of camera, the pinhole model. These cameras are of course getting pretty sophisticated with amazing electronics, but they are employing the same principle. This is, perhaps, because, our own human eyes follow the same principle, and we really celebrate and admire our vision. But our vision is partly due to our eyes and mostly due to our brains. We are far from understanding our brains. But, after all, we need to solve problems related to technology. So, one option is to change the camera to a new one (or new ones) that will measure more of the light, not just a few rays that converge to the camera center through the pinhole. I think this is feasible in the near term. For the long term we need to develop the mathematics of correspondence and the mathematics of action.

· What are the implications of success to the nation and our society?

There are obvious implications to home land security and at the same time some negative consequences because all this contributes to "Big Brother" technology. But here I concentrate on education and science.

Visual Space geometry can contribute a great deal to education. Being able from videos to recover 3D representations and manipulate them allows us to easily make movies; we could make just anything we could imagine. We can make movies (video games!) that teach mathematics, physics and chemistry.  At the same time we will have a new tool for understanding the mind, by relating Chomsky's Universal Grammar to space-time representations.

