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Abstract
We present a technique for synthesizing spatially and temporally varying textures on continuous �ows using im-
age or video input, guided by the physical characteristics of the �uid stream itself. This approach enables the
generation of realistic textures on the �uid that correspond to the local �ow behavior, creating the appearance of
complex surface effects, such as foam and small bubbles. Our technique requires only a simple speci�cation of tex-
ture behavior, and automatically generates and tracks the features and texture over time in a temporally coherent
manner. Based on this framework, we also introduce a technique to perform feature-guided video synthesis. We
demonstrate our algorithm on several simulated and recorded natural phenomena, including splashing water and
lava �ows. We also show how our methodology can be extended beyond realistic appearance synthesis to more
general scenarios, such as temperature-guided synthesis of complex surface phenomena in a liquid during boiling.

Categories and Subject Descriptors(according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation
I.3.6 [Computer Graphics]: Methodology and Techniques – Interaction techniques I.4.8 [Image Processing and
Computer Vision]: Scene Analysis – Motion

1. Introduction

The realistic simulation and rendering of continuous �ow
patterns in nature, such as liquids, viscous �ows, �ames and
smoke, has been an important but challenging problem in
computer graphics. Real �ows exhibit complex surface be-
haviors, such as small ripples in a stream, foam and bubbles
in turbulent �ow, and crust patterns in lava, which cannot
be easily reproduced by traditional simulation techniques.
The visual appearance of these phenomena can be rendered
as dynamic textures over the �ow surfaces. These textures
move with the �ow on the dynamically changing �uid sur-
face and vary over space and time in correlation with the un-
derlying physical characteristics of the �ow. Existing tech-
niques do not generate such evolving, heterogeneous tex-
tures over arbitrary �ow surfaces in a physically consistent
and visually convincing manner.

Main Results: We propose a novel technique in which the
physical and geometric characteristics of the �ow are used
to intelligently guide the synthesis of dynamic, non-uniform
textures over its domain. These characteristics are derived

from the surface properties and velocity �elds of continu-
ous �ows, obtained from either a simulated liquid animation
or pre-recorded video footage. These characteristics, which
we term asfeatures, are used to model the behavior of sur-
face �ow phenomena over space and time. This model then
automatically controls the synthesis of a spatially and tem-
porally varying texture over each frame of the simulation or
video clip using multiple, dissimilar input textures, as shown
in Fig. 1.

To our knowledge, this is the �rst technique which gener-
ates complex physically-based �ow appearance through tex-
ture synthesis. We combine physical and geometric features,
controllable texture synthesis on continuous �ows, and video
textures, using a single optimization-based texture synthesis
framework. This framework for feature-guided texture syn-
thesis is a very general approach, capable of producing visu-
ally convincing results for diverse physical and visual effects
with little user guidance.

The rest of the paper is organized as follows: In Section 2,
we summarize the related work in relevant areas. Section 3
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(a) (b) (c)

Figure 1: (see color plate) Water pours from a hose into a box. Our technique generates a dynamic, spatially varying texture
that reproduces small-scale phenomena such as foam and ripples on the liquid surface. Using physical characteristics of the
�ow, we compute the feature map shown in (a) to guide texture synthesis, which allows us to generate different visual effects as
shown in (b) and (c). These and other results in this paper are animated and can be seen in motion in the supplementary video.

is the heart of this paper, where we present all the various as-
pects of feature-guided synthesis. In Section 4, we describe
our method for using real videos to capture texture evolution,
in order to perform feature-guided video synthesis. Finally,
we present our results for a variety of different scenarios and
effects in Section 5, and conclude in Section 6.

2. Related work

Texture synthesis has been extensively researched in the con-
text of novel image and video creation and manipulation.
A comprehensive review here is impossible, but we pro-
vide a brief summary of the most relevant prior literature.
A pertinent extension of traditional texture synthesis meth-
ods is the use of �ow �elds to guide the motion of tex-
ture elements for synthesizing animated textures. This ca-
pability was demonstrated by Stam [Sta99] who advected
solid textures through a �uid �ow �eld, and Neyret [Ney03],
who pioneered the self-regenerating advection of unstruc-
tured textures over �ow �elds in 2D and 3D. Newer ap-
proaches are able to perform this on more complex tex-
tures in the 2D domain [BSHK04,KEBK05]. Previous work
on lava simulation [SAC� 99] generated procedural lava tex-
tures by tracking particles on the �uid surface across frames.
Recently, a few authors have proposed techniques for ad-
vection of more general textures on animated 3D surfaces
[KAK � 07,BSM� 06,HZW� 06]. These works focus on gen-
erating homogeneous textures that do not necessarily exhibit
meaningful variation over space and time.

The generation of heterogeneous, spatially varying tex-
tures has been demonstrated in 2D and on 3D surfaces. In
fact, many texture synthesis methods in 2D [EF01, Ash01,
KSE� 03, KEBK05] and 3D [ZZV� 03] are capable of per-
forming controllable texture synthesis according to user-
speci�ed constraints. The use of an explicitly speci�ed fea-
ture map for controlling texture synthesis was introduced in

the context of texture transfer [HJO� 01, EF01]. However,
they do not address how to determine the feature map it-
self. The idea of generating a feature map automatically us-
ing geometric characteristics of static meshes has been pro-
posed very recently [MKC� 06]. Salient features can also
be computed on the input textures, which can improve syn-
thesis quality [WY04] and allow blending between textures
[ZZV� 03].

Video synthesis has also been widely investigated. Some
methods focus on manipulation of video, treating a full
frame as a unit [SSSE00, DS03]. [WL00, KSE� 03] treat
video texture synthesis as a 3D texturing problem, pro-
ducing a spatio-temporal volume. Another technique that
bears some similarity to what we propose is the work of
[BSHK04], where they track the evolution of texture patches
along stationary �ow lines in the input and render them with
the desired motion into the output video. However, these ap-
proaches do not easily extend to synthesis on dynamically
changing �uid surfaces.

The distinguishing characteristic of our work, with re-
spect to the related work described here, is that weautomati-
cally extract features from highly dynamic �uid phenomena,
which besides providing the relevant properties for texture
synthesis in every frame, also vary in atemporally smooth
and consistent manner over time. Additionally, we provide
a uni�ed optimization-based frameworkfor feature-guided
texture synthesis that allows any new feature to be incorpo-
rated without much extra effort, and can handle both video
as well as image textures.

3. Feature-Guided Synthesis

This work builds on existing optimization-based frameworks
for texturing of surfaces and �uids [KAK � 07, BSM� 06,
HZW� 06], which synthesize high-quality textures on �uid
surfaces from input texture exemplars. In contrast to these
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Figure 2: An overview of our technique for feature-guided
texture synthesis on �ows.

approaches, we are able to automatically extract visually
salient features using physical characteristics and geometric
properties to model temporally and spatially varying patterns
of complex natural phenomena.

The basic concept of our approach is based on the ob-
servation that texture elements on a �ow surface, such as
ripples and foam on turbulent water, show variation on both
large and small scales of space and time. Traditional tex-
ture synthesis only takes into account the small-scale spatial
variation of the texture. The large-scale variation of texture
on real �ows is typically correlated with the physical char-
acteristics of the �ow. On �uids, texture also displays small-
scale evolution over time which cannot be captured by us-
ing static images as texture exemplars. We propose a general
framework which integrates �ow features and video exem-
plars seamlessly in the optimization-based texture synthesis
technique.

The main elements of our system are shown in Fig.2. We
take as input a sequence of animated �uid surface meshes
and the time-varying velocity �eld of the �ow. For each
frame, we use the physical features of the �uid to compute
a parameter mapover the surface, which de�nes the spatial
variation of texture appearance. This parameter map is used
to guide the texture synthesis process on the surface based
on the texture and video input. The texture and the parame-
ter map are then transported via the �ow to the correspond-
ing locations on the next frame to be used for maintaining
temporal coherence.

3.1. Synthesis on Fluids

We brie�y review the existing approach for synthesis on �u-
ids using homogeneous textures as input exemplars. For a
�ow sequence, texture synthesis is performed one frame at
a time, treating the �ow surface at a particular frame as a
static mesh. As a preliminary step, the surface is covered
uniformly with overlapping patches to facilitate comparison
with the 2D input texture. The output texture is then gener-
ated by minimizing an energy functionE(s;p) which mea-
sures the similarity of the texture at each surface patchswith
a similar patchp in the input exemplar.

For temporal coherence, the generated texture from the
previous frame is advected using the known velocity �eld
over time to yield a target texture, which is used as a soft

constraint in the texture optimization step. Thus the net en-
ergy function for a surface patchs is

E(s) = Etexture(s;p) + Ecoherence(s;s
0)

wheres0 is the advected texture color. These energy func-
tions measure the intensity/color discrepancy between the
surface patch and the corresponding input and advected
patches respectively, and generally take the following form:

Etexture(s;p) = jj I (s) � I (p)jj 2

Ecoherence(s;s
0) = jj I (s) � I (s0)jj 2

where I refers to the intensities or colors associated with
a patch. The total energy over all patches,å sE(s), can be
minimized by an iterative approach; we refer the reader to
previous work for details [KEBK05, KAK � 07, BSM� 06].
Additionally, techniques such as multi-resolution synthesis
[WL00] and appearance-space transformation [LH06] can
be used to improve synthesis quality within this framework.

The process of constructing local patches on the surface
for texture synthesis requires a smooth local orientation �eld
at each point on the surface. This �eld also controls the
orientation of the output texture. To maintain temporal co-
herence of texture orientation, the orientation �eld is ad-
vected across frames using a modi�ed advection procedure
[KAK � 07].

The texture synthesis technique described above is only
capable of generating textures which are roughly homoge-
neous over space and time. While two or more textures can
be used (as in [BSM� 06]) this approach is limited to assign-
ment at the initial state, beyond which they cannot be var-
ied dynamically. The result is that while the synthesized tex-
tures show temporal coherence and correctly move with the
�uid �ow, they are too uniform over space and time to con-
vincingly display dynamically evolving textures. Next we
present our contribution for synthesis of spatially varying
textures.

3.2. Flow Features

We control the spatial and temporal variation of texture using
the physical features of the �ow itself. We use some metrics
to characterize such properties of the �ow, which we term
features. The values of these features over the �ow surface
can then be used to guide the texture synthesis process. The
choice of metric typically depends on the type of �ows and
the speci�c effect to be generated.

Basic Principles:We have considered and evaluated sev-
eral possible operators for controlling the texture synthesis.
One can use arbitrary combinations of such metrics to allow
the various kinds of effects to be simulated. Experimentation
reveals, however, that better results are obtained from fea-
tures which are physically motivated by the physics of the
desired effects rather than fromad hocmetrics. Below, we
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discuss speci�c examples of such features which we found
generally useful for applications of �uid texture synthesis.

Curvature: The mean surface curvature of the �uid sur-
face is commonly used as a measure for adding splashes and
foam to water simulations [FR86, KCC� 06]. Therefore, we
use this as the natural metric to simulate foam through our
texture synthesis approach. This feature is described further
in Section3.4.

Divergence: For simulating viscous �uids such as lava
�ow, the visually signi�cant behavior is the anisotropic
stretch and squash of the �uid surface. This behavior causes
effects such as cracking and crumpling of the lava crust. One
metric which can be used in this case is the divergence of the
velocity �ow. Since we are only interested in the surface be-
havior of the �ow, we project the divergence operator onto
the tangent plane at the surface, so that

r t � u = De1(eT
1 u) + De2(eT

2 u)

whereDei denotes the directional derivative along orthog-
onal tangent vectorse1 and e2 at the surface. This is also
useful since for an incompressible �ow,r � u is identically
zero whiler t � u may not be.

Jacobian:The Jacobian matrix of the velocity �eld is an-
other useful characteristic which is used in, for example,
�ow visualization [PVH� 03]. Again, we consider only the
tangential componentJt :

Jt (u) = [ Dej (e
T
i u)]2� 2 = [ e1e2]TJ[e1e2]

Jt completely characterizes the local spatial variation of the
velocity in the tangent plane. In particular, the eigenvalues
of its symmetric component, de�ned as

J+
t =

1
2

(Jt + JT
t );

measure the extremal values of directional divergence. We
found these eigenvalues to be a more useful measure of �ow
behavior than the divergence alone, especially for viscous
�ow, such as lava, where the directional stretching and com-
pression of the �uid is relevant.

These are not the only useful features for controllable tex-
ture synthesis. Depending on the speci�c application, any
other metric which can be evaluated on the �uid surface can
be used. For example, for simulating lava, the surface tem-
perature is an important feature which in�uences the appear-
ance of the �uid. The user is free to include this as an addi-
tional feature, whether approximated as a function of posi-
tion or evaluated through more accurate methods.

3.3. Orientation Control

It is desirable in the case of strongly directional �ow to
determine the orientation of the advected texture accord-
ingly. This control becomes important when synthesizing

(a) (b)

Figure 3: Flow-based control of orientation. (a) Without ori-
entation control, the orientations are arbitrary and do not
re�ect the �ow characteristics. (b) Using �ow features, we
obtain a coherent orientation �eld which is correlated with
the �ow.

anisotropic textures, since the direction of anisotropy is typ-
ically related to the characteristics of the �ow. Examples in-
clude the patterns formed on the crust of �owing lava, which
are caused by non-uniform stretching or compression of the
surface in different directions.

In order to orient the texture patches along the appropriate
directions, we require a �eld of tangential directions over the
�uid surface. We propose that for texturing �ows, the most
important directions are extrema of directional divergence.
Under the in�uence of the �ow, a small linear element will
tend to align over time with the direction of maximum diver-
gence. The extrema are directly given by the eigenvectors of
the tangential Jacobian matrixJt , since

r e � u = eTDeu = eTJ(u)e2 [mineig(J(u)) ;maxeig(J(u))]

In practice, we use the symmetric componentJ+
t rather

than the full tangential matrixJt , which ensures that the
eigenvectors are real everywhere and orthogonal to each
other. Since these eigenvectors are unstable at regions where
the eigenvalues are small and/or nearly equal, we do not di-
rectly set the orientation �eldd at each point to be equal to
the maximal eigenvector, sayv; instead, we apply a force to
adjust its direction towardsv(x) over time:

¶d
¶t

= D(d;u) + l (I � ddT )v

whereD is the modi�ed advection operator for transport of
orientation �elds [KAK � 07]. The strengthl of the force is
set to be proportional to the anisotropy of the �ow, which we
measure through the stability ofv relative to perturbations
of Jt . This adjustment ensures that the orientation �eld is
governed by the maximal eigenvector only in regions where
the �ow is strongly anisotropic.

3.4. Feature-Guided Textures

Once we have determined the �ow features used to vary the
synthesized texture over the surface, we have to integrate
them into the texture optimization process in order to be
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able to generate non-uniform textures based on these fea-
tures. Thus, it is necessary to relate the �uid features, which
are continuous in nature, to a �nite set of input textures.

We adopt the formulation used in existing work on tex-
ture transfer [HJO� 01,EL99,MKC� 06]. The input textures
are augmented with aparameter mapr (variously termed
“feature map” and “correspondence map” in previous work)
which describes the spatial variation of texture over the in-
put. For example, a spatially varying foam texture can be
parameterized by the density of foam, while a texture repre-
senting lava could vary according to surface temperature and
the solidity of the surface crust. Then, texture synthesis can
be controlled by de�ning the target parameter values over
the output domain. This target parameter map guides the
synthesis process to favor the selection of texture patches,
which have similar values as the ones on each surface pixel.
It is straight-forward to incorporate such an approach in the
texture optimization framework: we simply introduce an ad-
ditional energy function

Ef eature(s;p) = jj r (s) � r (p)jj 2

which measures the similarity of feature values on the sur-
face to those of the selected input patches.

Our contribution in this part lies in relating this parameter
map to the feature values obtained from the physical behav-
ior of the �uid. Note that there is a semantic gap between
the feature values, sayq in vectorized form, which are typ-
ically physical quantities, and texture parametersr , which
are more qualitative in nature. The relation between them
depends on the application. For example, for turbulent wa-
ter, relevant feature values include surface curvature, while
texture parameters include the density of foam on the sur-
face, with very high curvature values (such as splashes and
breaking waves) leading to the increase of foam density.

While it is possible to setr directly as a function of
the instantaneous feature valuesq, we found that this does
not yield convincing results as it lacks the proper temporal
behavior: for example, foam would disappear immediately
when the curvature decreased. Therefore, we allow for mod-
eling the relationship betweenq andr as a general �rst-order
differential equation relating thechangein parameters to a
function of the feature values:

Dr
Dt

= f (q; r )

Here we use the Lagrangian derivative so that the parameter
map is also transported with the �ow in a realistic manner.
In practice, we implement this by �rst advecting the parame-
ter map via the �ow �eld, and then updating its value using
f (q; r ).

As we described in the previous sections, the texture prop-
erties relevant to the �ow features may need to be determined
on a case by case basis. While this aspect may be considered
as a limitation if the goal is to achieve complete automa-
tion, we believe that it actually empowers the animator to

make artistic choices while using our system and therefore
enhances its usability. Note that the texture-feature relation-
ship needs to be determined once for a given texture, and can
be quite simple for static textures, such as the assignment of
a discrete label such as "turbulent", "calm", "intermediate"
and so on.

4. Video Textures

Many �uid phenomena exhibit meso-scale evolution over
time, which is distinct from advection behavior. For exam-
ple, foam and ripples on a water surface are not simply
�xed to only move with the water's large-scale �ow, but also
change over time in a characteristic manner. To faithfully
reproduce such behavior, we propose the use of videos of
real �uids as exemplars for the texture synthesis process. Of
course, in real videos the �uid will have its own �ow which
also transports the texture over time. We factor out this �ow
to obtain stationary input exemplars, as described below, and
use a novel video texture model to generate new animated
textures which show similar temporal behavior.

4.1. Motion Removal

To decouple meso-scale texture evolution from the �uid
�ow in the video, we determine the �ow �eld of the input
video using a motion estimation technique. There are two
main methods for motion estimation, namely optical �ow
[SH81, BA96] and feature tracking [TK91, ST94, Low04].
We tested both approaches on sample videos of �uids, and
found that optical �ow worked consistently better for these
examples. This �nding may be due to the nature of �uid
videos, which are largely homogeneous and have non-rigid
motions.

The output from the motion estimation procedure yields
a dense �ow �eld which accurately captures the temporal
changes in the video. However, since the motion estimation
cannot distinguish between large-scale advection and texture
evolution, both of these are re�ected in the output motion
�eld. Therefore, to remove the effect of the latter, we per-
form a Gaussian smoothing step on the motion �eld to retain
only the large-scale motion of the �uid in the video as our
�ow estimate.

4.2. Synthesis of Evolving Textures

The technique we present below allows for video textures
to be supported in the texture optimization framework, thus
enabling such animated textures to be synthesized with high
texture quality.

In order to synthesize an evolving texture whose behavior
matches that of the input video, we require a model of how
the input video changes over time, so that we can predict,
given the current state of the texture, its likely appearance in
the next frame. We build such a model implicitly by using
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tuples ofn+ 1 corresponding patches[pn; : : : ;p1;p0] from
consecutive frames of the video as samples of its temporal
behavior. We refer to such tuples asvideo patches, since they
are the basic unit of representation for video textures, anal-
ogous to 2D texture patches for static textures. We construct
the set of video patches by selecting corresponding image
patches on every set ofn+ 1 consecutive frames, after track-
ing and warping to compensate for the estimated �ow �eld.
The number of previous framesn used determines the degree
of continuity in the synthesized texture, and a value of 1 or 2
should be suf�cient for most applications. A similar model
was used in previous work [SSSE00] to correctly account for
dynamical continuity.

For handling texture evolution on a surface, we represent
the texture state by storing, at each vertex, not just the cur-
rent color but tuples of the current and past color values over
n frames. For synthesizing a new frame, recall that due to the
transport procedure we know the texture colors from the pre-
vious frames, saysn+ 1; : : : ;s1. Since we want the evolution
of a surface patch to closely match that of the input video
patches, we de�ne the energy function for the current tex-
ture of the surface patchs0 with respect to a selected video
patchp = [ pn; : : : ;p0] simply as

E(s;p) =
n

å
i= 0

w2
i (jj I (si) � I (pi)jj

2 + jj r (si) � r (pi)jj
2)

where wn; : : : ;w0 are weights that can be used to control
the relative importance of previous frames in the energy
function. Texture synthesis over the entire surface is per-
formed by minimizing the sum of this energy function over
all patches, varying only the current textures0.

Since this new energy function is also quadratic, it can
still be solved using the same fast least-squares solvers used
in existing work. Speci�cally, the texture synthesis approach
still has the same two steps as before. In each iteration, we
�rst �nd the input patch p for each surface patchs which
most closely matches the previous (and current, if known)
values, and then determines0 for all surface patches to min-
imize the total energyå sE(s;p).

This approach combines both the main texture similarity
energy and the texture evolution constraint into a single logi-
cally consistent formulation, and automatically accounts for
temporal coherence as well. For a given surface patch, the se-
lected input video patchp chosen will be one which matches
the previous patchessn; : : : ;s1. If the input patches are tem-
porally coherent so thatp0 is similar top1, thens0 necessar-
ily must be correspondingly close to the previous frame'ss1.
On the other hand, if the input video contains discontinuities
between frames, then the texture will also behave similarly.
We believe this is a desirable behavior, and that the fact that
temporal coherence as a whole arises naturally from this for-
mulation without an additional term is of signi�cant interest.

While we have developed this procedure for the synthe-
sis of video textures on �uid surfaces, it is not restricted to

this particular application. It can be used for the synthesis of
any time-varying texture, whether in the 2D domain or on
3D surfaces. Also, our new energy function can replace the
original energy function even when only static image-based
textures are used.

5. Results

We have implemented our technique in C++ and rendered
the results using 3DelightR
 . We have applied it to several
diverse scenarios with different �uids and input textures,
demonstrating the variety of effects that can be produced
by this technique. The supplementary video includes these
results.

5.1. Image Textures

In Figure4, a large quantity of water is dropped on a broken
dam, causing the water to splash. Three input textures are
used with varying amounts of foam. The associated texture
parameter on the surface, representing foam density, is con-
trolled by the surface curvature and decays gradually over
time. An additional continuity term usingr tu ensures that
the total amount of foam is conserved under advection. Pre-
cisely,

Dr
Dt

= f (H; r tu; r) = k� max(r H � r;0) � r=t � rr tu

We clampedr to the range[0;1], and used parameter values
r = 0.02 m,t = 2 seconds, andk � 1 by directly assigning
r = r H if r < r H.

For comparison, in Figure5 we show the results of texture
synthesis when the �uid features are not taken into account.
If features are not used, the texture is not correlated with the
behavior of the �uid, and interestingly it converges to a local
optimum of a uniform texture over time.

Figure6 shows the different kinds of lava �ow that can
be generated by our technique. In the �rst row, we simulate
hot molten lava cooling off over time, using a real image of
lava with a user-generated feature map assigned. We use a
spatially varying feature �eld which includes distance from
the source to approximate temperature and velocity diver-
gence to model the clumping visible in the input image. The
second row shows a colder lava �ow with a solidi�ed crust,
using manually designed inputs textures. Here the maximum
value of directional divergence is used to model the cracking
of the crust.

5.2. Video Textures

We have used video textures for Figure7. We used only
n = 1 in this examples; that is, only the immediately pre-
vious color is used in selecting the current color. The target
features were determined in the same way as in Figure4.
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(a) (b) (c) (d)

Figure 4: (see color plate) (a) Texture inputs for water foam. (b, c, d) Three frames of the synthesized foam texture on the broken
dam simulation.

(a) (b)

Figure 5: (see color plate) The broken dam simulation with feature guidance (a) enabled, and (b) disabled.

The feature map for the input videos was speci�ed manu-
ally. This technique can be used to add visual complexity to
a simulation and yield an effective impression of turbulence.

Another application of our technique is to perform texture
transfer between real videos for special effects. We use one
input video as the source of texture patches, and another tar-
get video to de�ne the desired feature map and �ow �eld. By
performing texture synthesis restricted to the 2D grid of the
target video, we can generate a video which has the appear-
ance of one video and the temporal behavior of the other.
Several results are presented in Figure8.

Our technique is �exible enough to extend beyond synthe-
sis of appearance only. We have experimented with synthe-
sizing complex, dynamic surface behavior during phenom-
ena such as boiling. A boiling simulation is performed on a
small 64� 64� 20 grid representing a slice of volume near
the surface of the �uid. This yields a sequence of distance
�elds representing the bubbling surface. We treat this se-
quence as a video texture with 20channels– instead of the
regular three (r,g,b) – where each channel stores the distance

(from the liquid surface) at a location transverse to the slice.
The 2D temperature �eld at the surface is treated as the fea-
ture map. Using novel temperature maps as input features to
our system, one can synthesize the corresponding distance
�elds representing boiling �uids over much larger domains.
In Figure9, we show a frame from a 320� 320� 20 boiling
sequence synthesized using our technique.

5.3. Discussion and limitations

The results demonstrate the �exibility of our technique. It
can be applied to many different scenarios with only a small
amount of user guidance. One limitation of our approach is
that if the �ow in the video is too fast and complex, then
the optic �ow computation can be inaccurate. This leads to
increased noise in the synthesis since a lot of the motion is
conveyed as texture evolution and can interfere with the �ow
in the target scene.

Our technique is computationally intensive, and our im-
plementation is unoptimized and does not incorporate some
very recent work for fast optimization-based texture syn-
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Figure 6: (see color plate) Two different kinds of lava �owing in complex environments.

Figure 7: (see color plate) Water gushing into a box. The input was a video of a turbulent river; one frame is shown on the left.
The synthesis output can be used as a diffuse texture (upper row) or an opacity map (lower row) for different visual effects. A
comparison with an untextured rendering can be seen in the accompanying video.

thesis [HZW� 06]. Depending on the simulation, it typically
takes about 200–500 seconds per frame on a 3.4 GHz Pen-
tium 4 processor. Further work could include research on
techniques for the acceleration of our algorithm.

6. Conclusion

We have presented a novel technique for synthesis of
physically-based textures over animated �ows using image
or video input. The key contributions are an innovative ap-
proach for using physical and geometric characteristics of
�ow transport to generate visually realistic textures on �ow

surfaces in computer simulation or video footage, and a gen-
eral framework for synthesizing continuously varying tex-
tures using example-based texture optimization. Our tech-
nique produces visually convincing results for a wide range
of phenomena with little user guidance.

Our approach can be used to easily enhance the visual
realism of a liquid animation or automatically control or
change the appearance of recorded natural phenomena in
video. It may also be used for visualization and special ef-
fects. Our current implementation works with 2D image or
video textures as exemplars. However, this framework can
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(a) Fire (b) Clouds (c) River1 (d) River2

(a) Clouds on Fire (b) River1 on Fire (c) Fire on Clouds (d) River1 on Clouds

(a) River2 on Clouds (b) Fire on River2 (c) Clouds on River2 (d) River1 on River2

Figure 8: Top row: Frames from the source videos. Middle and lower rows: Results of dynamic texture synthesis to generate
new artistic videos using different pairs of input videos. For example, (e) is the result of applying textures from the Clouds video
on the features and �ow of Fire.

be easily extended to handle 3D volumetric textures, which
should open up many other possibilities, such as texture-
enhanced animation of natural phenomena.
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