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Abstract

We introduce a novel “sensation preserving” simplification algo-
rithm for faster collision queries between two polyhedral objects
in haptic rendering. Given a polyhedral model, we construct a mul-
tiresolution hierarchy using “filtered edge collapse”, subject to con-
straints imposed by collision detection. The resulting hierarchy is
then used to compute fast contact response for haptic display. The
computation model is inspired by human tactual perception of con-
tact information. We have successfully applied and demonstrated
the algorithm on a time-critical collision query framework for hap-
tically displaying complex object-object interaction. Compared to
existing exact contact query algorithms, we observe noticeable per-
formance improvement in update rates with little degradation in the
haptic perception of contacts.

CR Categories: I.3.5 [Computer Graphics]: Computa-
tional Geometry and Object Modeling—Hierarchy and Geomet-
ric Transformations; I.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction Techniques I.3.7 [Computer Graphics]:
Three-Dimensional Graphics and Realism—Virtual Reality
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1 Introduction

Haptic rendering, or force display, is emerging as an alternative
form or an augmentation for information presentation, in addition
to visual and auditory rendering. The sense of touch is one of the
most important sensory channels, yet it is relatively poorly under-
stood as a form of human-machine interface. Coupled with graph-
ical rendering, force feedback can enhance the user’s ability to in-
teract intuitively with complex synthetic environments and increase
the sense of presence in exploring virtual worlds [Brooks, Jr. et al.
1990; Mark et al. 1996; Hollerbach et al. 1997; Salisbury 1999].

The first step in displaying force and torque between two 3D
virtual objects is collision query and contact handling. Collision
detection has been well studied, and many practical techniques and
theoretical advances have been developed (see surveys by Lin and
Gottschalk [1998] and Klosowski et al. [1998]). Yet, despite the
huge body of literature in this area, the existing algorithms cannot
run at the desired force update rates (at least hundreds of Hz but
preferably several kHz) for haptic rendering of complex models.

Figure 1: Adaptive Resolution Selection. Top: Moving jaws in
contact, rendered at their highest resolution; Bottom: The appro-
priate resolution (shown in blue and green) is selected adaptively
for each contact location, while the finest resolution is displayed in
wireframe.

This is mainly due to the fact that the optimal running time of any
collision detection algorithm intrinsically depends on both the input
and output sizes of the problem. Those in turn depend on both
the combinatorial complexity and the contact configuration of the
objects involved in the queries. While we can render millions of
polygons at interactive rates, we can barely create a force display
of an environment consisting of just tens of thousands of polygons
at the desired update rates.

Inspired by the large body of research in digital geometry pro-
cessing and mesh simplification, we propose an algorithm based
on multiresolution hierarchies of object geometry to perform time-
critical collision queries for haptic rendering. In addition, our
method is influenced by findings from tactual perception and spa-
tial recognition to preserve pertinent contact information for haptic
display.

Main Contribution: We introduce the notion of sensation pre-
serving simplification to accelerate collision queries between two



complex 3D polyhedral models in haptic rendering. Given a poly-
hedral representation of an object, we generate a series of approxi-
mations for the object using filtered edge collapse operations, which
smooth away high-frequency detail in low-resolution approxima-
tions while respecting the convexity constraints imposed by colli-
sion queries. Our goal is to generate a multiresolution hierarchy that
can also be used as a bounding volume hierarchy for time-critical
contact force computation in haptic rendering. Our computation
model is based on a criterion that preserves perceivable contact de-
tails, effectively making the simplified model feel practically the
same as the original. The resulting multiresolution hierarchy en-
ables use of varying resolution approximations in contact queries
at different locations across the surfaces of the objects in contact,
depending on each contact configuration, as shown in Fig. 1. The
key results in this paper include:

• A novel simplification algorithm, based on a formal definition
of resolution, to generate representations for contact queries;

• A collision detection framework that dynamically selects
adaptive levels of detail at each contact location;

• Application of this framework to real-time haptic rendering of
complex object-object interaction.

This approach allows us to bound both the input and output sizes
of the problem, thus achieving the desired contact query perfor-
mance for force display. We have applied our approach to haptic
rendering of complex models in contact configurations that are par-
ticularly challenging to collision detection algorithms. Compared
to existing exact contact query algorithms, we are able to achieve
up to two orders of magnitude performance improvement with little
degradation in the haptic perception of contacts.

Organization: The rest of the paper is organized as follows. In
Section 2, we give a brief survey of related work. Section 3 presents
the haptic perception characteristics central to the design of our
computational model and the overview of our approach. We de-
scribe the construction of the multiresolution hierarchy in Section
4 and sensation preserving contact queries using the hierarchy in
Section 5. We address implementation issues and present results
in Section 6. We conclude with a discussion and analysis of our
approach and implementation, as well as future research directions.

2 Previous Work

Our research draws on a large collection of knowledge in mesh sim-
plification, signal processing for digital geometry, collision detec-
tion, and haptic display. We briefly survey related work here.

2.1 Polygonal Simplification

Polygonal simplification has been an active research topic for the
last decade. Numerous approaches have been proposed. We re-
fer readers to an excellent new book on this subject [Luebke et al.
2002]. However, note that the growing interest in perception-based
simplification for interactive rendering, e.g. [Luebke and Hallen
2001], has been based on human visual perceptual metrics. Our ap-
proach differs in many ways from existing work in this area, and our
target application, haptic rendering, has a much higher performance
requirement than visual display. Although we precompute the level
of detail (LOD) hierarchy offline, the way we select the appropri-
ate LOD on the fly is “contact-dependent” at each contact location
across the object surfaces. Our approach bears a closer resemblance
to view-dependent simplification [Luebke et al. 2002], which uses
higher resolution representations on the silhouette of the object and
much coarser approximations on the rest of the object that is not as
noticeable to the viewpoint.

2.2 Signal Processing for Digital Geometry

Much of the work presented in this paper takes advantage of ob-
servations made in signal processing of meshes, since many con-
cepts in multiresolution representations can be analyzed using fre-
quency domain analysis. By generalizing discrete Fourier analysis
to meshes, Taubin [1995] introduced a novel linear-time low-pass
filtering algorithm for surface smoothing. This algorithm can be
extended to accommodate different types of geometric constraints
as well. Through a non-uniform relaxation procedure, whose
weights depend on the geometry instead of connectivity, Guskov
et al. [1999] generalized signal processing tools to irregular tri-
angle meshes. Our work borrows some ideas from the relaxation
techniques proposed in this paper.

2.3 Collision Detection

Hierarchical data structures have been widely used to design effi-
cient algorithms for interference detection between geometric mod-
els (see surveys by Lin and Gottschalk [1998] and Klosowski et
al. [1998]). Typical examples of bounding volumes include axis-
aligned boxes and spheres, chosen for their simplicity in perform-
ing overlap tests between two such volumes. Other hierarchies in-
clude k-d trees and octrees, OBBTree, cone-trees, R-trees and their
variants, trees based on S-bounds, etc. [Lin and Gottschalk 1998;
Klosowski et al. 1998]. Additional spatial representations are based
on BSP’s and their extensions to multi-space partitions, space-time
bounds or four-dimensional tests (see a brief survey by Redon et al.
[2002]), and many more.

Hubbard [1994] first introduced the concept of time-critical col-
lision detection using sphere-trees. Collision queries can be per-
formed as far down the sphere-trees as time allows, without travers-
ing the entire hierarchy. This concept can be applied to any type of
bounding volume hierarchy (BVH). However, no tight error bounds
have been provided using this approach. An error metric is often de-
sirable for interactive applications to formally and rigorously quan-
tify the amount of error introduced. Approaches that exploit motion
coherence and hierarchical representations for fast distance compu-
tation between convex polytopes have been proposed [Guibas et al.
1999; Ehmann and Lin 2000]. However, these techniques are only
applicable to convex polyhedra.

O’Sullivan and Dingliana [2001] studied LOD techniques for
collision simulations and investigated different factors affecting
collision perception, including eccentricity, separation, distractors,
causality, and accuracy of simulation results. Based on a model of
human visual perception validated by psychophysical experiments,
the feasibility of using these factors for scheduling interruptible col-
lision detection among large numbers of visually homogeneous ob-
jects is demonstrated. Instead of addressing the scheduling of mul-
tiple collision events among many objects, we focus on the problem
of contact queries between two highly complex objects. Our ap-
proach, guided by a completely different tactual perception for hap-
tic rendering, has distinct goals differing significantly from theirs.

Recently, GPU accelerated techniques have also been proposed
for collision queries [Lombardo et al. 1999; Hoff et al. 2001].
Though fast, these approaches are not currently suitable for hap-
tic rendering, since the readback from framebuffer and depth buffer
cannot be done fast enough to perform queries at haptic update
rates.

2.4 Haptics

Over the last few years, haptic rendering of geometric models has
received much attention. Most previous work addresses issues re-
lated to rendering the interaction between a probe point and 3D
objects [Ruspini et al. 1997]. This problem is characterized by
high spatial coherence, and its computation can be localized. By



contrast, we attack the problem of force rendering for arbitrary 3D
polyhedral object-object interaction, which involves a substantially
higher computational complexity. Force rendering of object-object
interaction also makes it much more challenging to correctly cache
results from previous computations.

McNeely et al. [1999] proposed “point-voxel sampling”, a dis-
cretized approximation technique for contact queries that generates
points on moving objects and voxels on static geometry. This ap-
proximation algorithm is the first to offer run-time performance in-
dependent of the environment’s input size by sampling the object
geometry at a resolution that the given processor can handle. A re-
cent approach proposed by Gregory et al. [2000] is limited to hap-
tic display of object-object interaction for relatively simple models
that can be easily represented as unions of convex pieces. Kim et al.
[2002] attempt to increase the stability of the force feedback using
contact clustering, but their algorithm for contact queries suffers
from the same computational complexity.

The idea of using multiresolution representations for haptic ren-
dering has been recently investigated by several researchers. Pai
and Reissel [1997] investigated the use of multiresolution image
curves for 2D haptic interaction. El-Sana and Varsheny [2000] pro-
posed the construction of a multiresolution hierarchy of the model
during preprocessing. At run-time, a high-detail representation is
used for regions around the probe pointer and a coarser represen-
tation farther away. The proposed approach only applies to haptic
rendering using a point probe exploring a 3D model. It does not ex-
tend naturally to force display of two interacting 3D objects, since
multiple disjoint contacts can occur simultaneously at widely vary-
ing locations without much spatial coherence. The latter problem is
the focus of our paper.

3 Overview

In this section, we first present important findings from studies on
tactual perception that guide our computational model. Then, we
describe the requirements for haptic rendering and our design goals.

3.1 Haptic Perception of Surface Detail

From a perceptual perspective, both formal studies and experimen-
tal observations have been made regarding the impact of contact
areas and relative size (or curvature) of features to the size of the
contact probe (or finger) on identifying fine surface features.

Klatzky and Lederman [1995] conducted and documented stud-
ies on identification of objects using “haptic glance”, a brief hap-
tic exposure that placed several temporal and spatial constraints on
stimulus processing. They showed that a larger contact surface area
helped in the identification of textures or patterns, though it was bet-
ter to have a stimulus of the size comparable or just slightly smaller
than that of the contact area when exploring geometric surface fea-
tures.

Okamura and Cutkosky [1999] defined a fine (geometric) sur-
face feature based on the ratio of its curvature to the radius of the
fingertip acquiring the surface data. Their paper gives examples on
how a larger fingertip, and thus a larger surface contact area, can
miss some surface detail.

In this paper, we mainly focus on geometric surface features, not
microscopic surface roughness or friction. We draw the following
key observation from these studies relevant to our computational
model:

Human haptic perception of the existence of geometric
surface features depends on the ratio between the con-
tact area and the size of the feature, not the absolute size
of the feature itself.

Here we broadly define the size of a given feature in all three di-
mensions, namely width, length, and height. The width and length
of a feature can be intuitively considered as the “inverse of reso-
lution” (formally defined in Sec. 4) of the simplified model. That
is, higher resolution around a local area implies that the width and
length of the geometric surface features in that neighborhood are
smaller, and vice versa. We extend the concept of “height” to in-
clude a perceivable amount of surface deviation introduced in the
simplification process, according to haptic perception.

Figure 2: Contact area and resolution: (a) high resolution model
with large contact area; (b) low resolution model with large contact
area; (c) high resolution model with small contact area.

As illustrated in Fig. 2, the observation drawn by Okamura and
Cutkosky [1999] for tactile feedback can extend to haptic rendering
of contact forces between rigid bodies. The resolution at which the
models are represented affects the number of contact points used
to describe object interaction. However, increasing the resolution
beyond a sufficiently large value does not affect the computed net
force much, as shown in Fig. 2(a) and (b).

Our proposed model of acceptable error metrics differs notably
from that of human visual perception in both the current mesh sim-
plification literature and visual collision perception. In visual ren-
dering, a combination of surface deviation (or Hausdorff distance)
and the viewing distance from the object is used to determine if
the representation of the objects requires higher resolution. In hap-
tic rendering, on the other hand, this is governed by the relationship
among the surface deviation, the resolution of the simplified model,
and the contact surface area. We will later show how this relation-
ship lays the foundation of our algorithmic design and contact query
process for haptic rendering in Sec. 4 and Sec. 5.

3.2 Requirements and Design Desiderata

We aim to create multiresolution representations where geometric
surface detail is filtered when it cannot be perceived by the sense of
touch. The resulting multiresolution hierarchies can be used to per-
form time-critical contact queries that stop when the reported result
is accurate up to some tolerance value. This helps to automatically
speed up the contact query computation for haptic rendering.

In our haptic rendering framework, we have chosen BVHs of
convex hulls, because overlap tests between convex hulls can be
executed rapidly in expected constant time with motion coherence
[Guibas et al. 1999]. Furthermore, convex hulls provide at least
equally good, if not superior, fitting to the underlying geometry as
OBBs [Gottschalk et al. 1996] or k-dops [Klosowski et al. 1998].

We integrate BVHs of convex hulls with multiresolution repre-
sentations so that the hierarchies, while being used for effective col-
lision detection, can themselves be used to report contact points
and normals with bounded errors at different levels of resolution.
To summarize, our goal is to design multiresolution hierarchies
that:

1. Minimize perceptible surface deviation. We achieve this
goal by filtering the detail at appropriate resolutions and by
using a novel sensation preserving refinement test for collision
detection;



2. Reduce the polygonal complexity of low resolution repre-
sentations. This objective is achieved by incorporating mesh
decimation during the creation of the hierarchy;

3. Are themselves BVHs of convex hulls. We perform a sur-
face convex decomposition on the given triangular mesh and
maintain it across the hierarchy. The convex surface decom-
position places both local and global convexity constraints on
the mesh decimation process.

Our algorithm assumes that the input models can be represented
as oriented 2-manifold triangular meshes with boundaries.

3.3 Notation and Terminology

We use bold-face letters to distinguish a vector (e.g. a point, normal,
etc.) from a scalar value. In Table 1, we enumerate the notations
we use throughout the paper.

Notation Meaning
r,ri,r j Different resolutions

Mk An LOD of a mesh M with a resolution rk
ci A convex surface patch
Ci A convex piece constructed as the

convex hull of a patch ci
e(v1,v2) An edge between two vertices v1 and v2
s,sa,sb Surface deviations

D,Da,Db Contact areas
q A distance query between two convex pieces
Q A contact query between two objects that

consists of multiple distance queries q
Table 1: Notation Table

4 Multiresolution Hierarchy

In this section we describe the hierarchical representations of tri-
angulated models used to perform sensation preserving contact
queries for haptic rendering.

We create a hierarchy of static levels of detail (LOD), each level
representing an approximation to the original triangular mesh at a
different resolution (i.e. spatial scale), to be formally defined next.
Because our goal is to provide an error bound arising from contact
queries using simplified models, we must design a multiresolution
hierarchy that computes error metrics between each LOD and the
original model.

Conceptually, an LOD at resolution r j of a mesh M, M j, can
be obtained from an LOD at a lower resolution ri, Mi, by adding
detail at resolutions in the range [ri,r j]. Our approach for gener-
ating LODs reverses this definition, so LODs at low resolution are
obtained by removing detail at high resolution. While the detail is
being removed, we quantify it and compute the surface deviation.

Following the LOD generation, we obtain a hierarchy where an
LOD at resolution r j preserves the lower resolution geometric in-
formation, while the higher resolution detail might have been culled
away.

We generate each LOD by a sequence of filtered edge
collapse operations (to be defined in Sec. 4.2) that per-
form filtering and mesh decimation,

subject to both local and global convexity constraints
imposed by the collision detection module of the haptic
rendering framework.

4.1 Definition and Computation of Resolution

Before we explain how we generate each LOD, we must first for-
mally define what we consider as a resolution in our hierarchical
representation. We follow the framework of signal processing for
irregular meshes. Our definition of resolution for irregular meshes
assumes that a triangular mesh M can be considered as a sampled
version of a smooth surface S, which has been later reconstructed
via linear interpolation. The vertices of the mesh are samples of the
original surface, while edges and faces are the result of the recon-
struction.

Our formal definition of sampling resolution for irregular meshes
is based on the 1D setting. For a 1D function F(x), the sampling
resolution r is the inverse of the distance between two subsequent
samples on the real line. This distance can also be interpreted as
the projection of the segment between two samples v1 and v2 of
the function on the average value. The average value is the low
resolution representation of the function itself, and can be obtained
by lowpass filtering.

Extrapolating this idea to irregular meshes, the sampling resolu-
tion of an edge (v1,v2) of the mesh M at resolution r j, M j, can be
estimated as the inverse of the projected length of the edge onto a
low resolution representation of the mesh, Mi.

We locally compute the low resolution mesh Mi by filtering the
mesh M j, applying the filtered edge collapse operation to the edge
(v1,v2). Then we compute the normal N of the resulting vertex ṽ3
by averaging the normals of incident triangles. Finally, we project
the edge on the tangent plane Π defined by N. The resolution r is
computed as the inverse of the length of the projected edge.

r =
1

‖(v1 −v2)− ((v1 −v2) ·N) ·N‖
(1)

4.2 Filtered Edge Collapse

As stated, our multiresolution hierarchy is obtained through mesh
simplification. We have selected edge collapse as the atomic deci-
mation operation for two main reasons:

1. Under the required self-intersection tests, edge collapse can
guarantee preservation of topology, a requirement for main-
taining a surface convex decomposition of the object during
the hierarchy construction.

2. Topologically, an edge collapse can be regarded as a local
downsampling operation, where two samples (i.e. vertices)
are merged into a single one.

In the construction of the hierarchy, we aim to:
1. Generate multiresolution representations with low polygonal

complexity at low resolution for accelerating contact queries;

2. Filter detail as we compute low resolution LODs. This ap-
proach allows more aggressive simplification and enables
faster merging of convex pieces to build the hierarchy.

These two goals are achieved by merging downsampling and fil-
tering operations in one atomic operation, which we call filtered
edge collapse.

In the filtered edge collapse operation, an edge (v1,v2) is first
topologically collapsed to a vertex v̂3. This step provides the down-
sampling. Then, given its connectivity, v̂3 is relaxed to a position
ṽ3, which provides the filtering. In our implementation, we used
a relaxation operation based on the minimization of second order
divided differences [Guskov et al. 1999]. Intuitively, this resem-
bles the minimization of dihedral angles, without much affecting
the shape of the triangles. We also tried other filtering techniques,
such as those proposed by Taubin [1995], with very similar results.
However, linear functions are invariant under the minimization of
second order differences. This is consistent with the selection of



the tangent plane of the filtered mesh as the low resolution repre-
sentation for the computation of resolutions.

In order to apply the relaxation to v̂3, we need to compute a lo-
cal parameterization. This local parameterization requires an initial
position of v̂3, which is computed using quadric error metrics, pro-
posed by Garland and Heckbert [1997].

To sum up, the goal of our simplification and filtering process is
to create multiresolution hierarchies for contact queries. As men-
tioned earlier, the collision detection module imposes convexity
constraints on filtered edge collapse. Next, we will describe how
the convexity constraints are satisfied.

4.3 Convexity Constraints

Due to the requirements of haptic rendering, we have chosen to
perform collision detection using the Voronoi marching algorithm
and surface convex decomposition as described by Ehmann and Lin
[2001], for this approach provides us with both the distance and
contact information needed for force display and its implementation
is available to the public. A surface convex decomposition is first
computed for the original mesh, and then a hierarchy of convex
pieces is created.

The surface convex decomposition yields a set of convex sur-
face patches {c1,c2, ...,cn} [Chazelle et al. 1997; Ehmann and Lin
2001]. For the correctness of the collision detection algorithm, the
convex hulls of these patches are computed, resulting in convex
pieces {C1,C2, ...,Cn}.

The initial convex decomposition can be created using tech-
niques presented by Chazelle et al. [1997]. However, our hierarchy
is created in a novel way. Instead of creating convex hulls of pairs
of convex pieces and joining them into a single convex piece, we
merge neighboring sets of convex patches as long as they represent
a single valid convex patch. The implications of this procedure for
the collision detection algorithm are explained in Sec. 5.

Let c1 and c2 be two convex patches of LOD M j. Let c = c1 ∪c2
be a surface patch of M j. After a filtered edge collapse operation
is applied to M j, c1 and c2 will be merged if c constitutes a valid
convex patch. The convex hull of c, C, becomes the parent of C1
and C2 in the hierarchy of convex pieces for collision detection.

When a filtered edge collapse takes place, the convex patches
in the neighborhood of the collapsed edge may be affected. Their
boundary has to be updated accordingly.

A surface convex decomposition for the collision detection algo-
rithm must meet several constraints:

1. All the interior edges of a convex patch must themselves be
convex.

2. No vertex in a convex patch may be visible from any face in
the patch, except the ones incident on it.

3. The virtual faces added to complete the convex hulls of the
convex patches cannot intersect the mesh.

We consider the first constraint as a local constraint and the other
two as global constraints. Before a filtered edge collapse operation
is applied, we must check that the convexity constraints are pre-
served for all the convex pieces. Local and global convexity con-
straints are treated separately.

4.3.1 Local Convexity Constraints

Let e ≡ (v1,v2) be a candidate edge that will be tested for a fil-
tered edge collapse. Let v3 represent the vertex resulting from the
edge collapse, as well as its associated position. The edges in the
1-ring neighborhood of v3 are susceptible to changing from convex
to reflex and vice versa. Interior edges of convex patches are con-
vex before the filtered edge collapse and must remain convex after

Figure 3: Local Convexity Constraints.

it. These constraints can be expressed as linear constraints in the
position of v3.

Given e, the edge to be collapsed, two possible types of interior
edges of convex patches exist: edges incident to v3 and edges op-
posite to v3, as shown in Fig. 3. However, both cases can be treated
equally. Assigning va, vb, vc and vd vertices as in Fig. 3, the con-
vexity constraint of an edge can be expressed as a negative volume
for the parallelepiped defined by the adjacent triangles:

((vb −va)× (vc −va)) · (vd −va) ≤ 0 (2)

To satisfy the convexity constraints, we have opted for formu-
lating an optimization program, where v3 is constrained to the seg-
ment between v̂3 and ṽ3, and the objective function is the distance
to ṽ3. This optimization program is unidimensional. Because dis-
tance in one dimension is linear, it is a simple linear program in one
dimension.

The position of the result of the constrained filtered edge collapse
can be written as a linear interpolation between the initial position
and the goal position:

v3 = u · v̂3 +(1−u) · ṽ3 (3)

The limit constraints can be expressed as u ≥ 0 and u ≤ 1.
The convexity constraints in Eq. 2 can be rewritten as:

A ·u+B ≥ 0, where (4)
A = ((vd −va)× (vc −va)) · (v̂3 − ṽ3)

B = ((vd −va)× (vc −va)) · (ṽ3 −va)

v3 is computed for the minimum value of u that meets all the con-
straints. When ṽ3 is not a feasible solution but a solution exists, the
constrained filtered edge collapse can be regarded as a partial filter.

4.3.2 Global Convexity Constraints

The global convexity constraints are too complicated to be ex-
pressed explicitly, so they cannot be incorporated into the filtering
process. Instead, they have to be verified after the filtering has been
performed. We conduct this verification by computing the affected
convex pieces after the edge collapse and performing the required
intersection tests, using OBBs [Gottschalk et al. 1996] and spatial
partitioning.

If a position v3 that meets the local convexity constraints has
been found, we check the global constraints. If they are met, the
edge collapse is valid. If they are not met, then we check them at
v̂3. If they are not met at v̂3 either, the edge collapse is considered
invalid and we disallow it. If v̂3 meets the global constraints, we
perform a bisection search between v̂3 and v3 of up to K iterations
(in our current implementation K = 3), searching for the position
closest to ṽ3 that meets the global convexity constraints, as shown
in Fig. 4. v3 is reassigned to this position.



Figure 4: Filtered Edge Collapse with Convexity Constraints.
The figure shows a filtered edge collapse where bisection search
is required to find a position that meets the convexity constraints.
G and L represent feasible regions of global and local constraints
respectively.

4.4 Multiresolution Hierarchy Generation

The hierarchy of LODs is created by applying successive filtered
edge collapses on the given mesh, while performing a surface con-
vex decomposition and merging convex pieces. First we compute
the convex decomposition of the initial mesh. We then compute the
value of resolution for all edges, and set them as valid for collapse.
The edges are inserted in a priority queue, where edges with higher
resolution have higher priority.

The main processing loop always tries to filter and collapse the
edge with highest priority. If the filtered edge collapse is successful,
the affected edges update their resolution and priority, and they are
reset as valid for collapse. Moreover, the filtering and simplification
may have relaxed some convexity constraints in the neighborhood
of the collapsed edge, so we attempt to merge convex pieces in the
process as well. If the filtered edge collapse fails, the edge is set as
invalid for collapse. The process continues until no edges are valid
for collapse.

This process must yield a hierarchy of static LODs. We have
decided to generate a new LOD every time the number of convex
pieces is halved. All the pieces in LOD M j that are merged to a
common piece C ∈ M j+1 during the processing will have C as their
parent in the BVH.

Ideally, the process will end with one single convex piece, which
serves as the root for the hierarchy to be used in the collision de-
tection. However, this result is rarely achieved in practice, due to
topological and geometric constraints that cannot be removed by a
local operation such as filtered edge collapse. In such cases, the
hierarchy is completed using a pairwise convex hull merging step.
We call these remaining completing LODs “free” LODs.

During the process, we assign to each LOD M j an associated res-
olution r j. This resolution is the smallest resolution of an edge that
has been collapsed before the LOD M j is generated. Geometrically
it means that the LOD M j preserves all the detail of the original
mesh at a resolution lower than r j. In our sensation preserving sim-
plification for haptic rendering, we wish to maximize the resolution
at which LODs are generated. As will be explained in Sec. 5, the
perceptual error for haptic rendering is measured by taking into ac-
count the resolution of the surface detail culled away. By maximiz-
ing the resolution at which LODs are generated, the contact queries
can be completed faster. This is the basis for selecting edge resolu-
tion as the priority for filtered edge collapses. The pseudo code for
the entire process of hierarchy construction is given in Appendix A
on the conference proceedings CD.

Fig. 5 shows several of the LODs obtained when processing a
model of a lower jaw (see Sec. 6 for statistics on this model). The
LODs 3 and 6 shown in the figure are obtained from the original
model by our simplification process. The convex pieces shown for
the original model are successively merged to create the BVH dur-
ing the process of simplification. Thus, the multiresolution hierar-
chy itself serves as BVH for collision detection. Unlike other types

of BVHs, with our simplification processing the different levels of
the BVH only bound their associated LOD; they do not necessarily
bound the original surface. This fact has some implications for the
contact queries, described in Sec. 5.3. The free LODs 11 and 14 in
the figure are obtained through pairwise merging of convex hulls.
They serve to complete the BVH, but cannot be considered as LODs
of a multiresolution hierarchy. Fig. 6 shows a more detailed view of
the simplification and merging process. Notice how in the creation
of the first LOD, most of the simplification and merging takes place
at the gums. The gums are, indeed, the locations with detail at the
highest resolution. When the processing reaches LOD 7, one tooth
in particular is covered by a single convex patch, thus showing the
success of the processing.

Figure 5: Hierarchy of the Lower Jaw. From left to right and
top to bottom, original mesh, LOD0, and convex decompositions of
LOD0, LOD3, LOD6, LOD11 and LOD14.

Figure 6: Detail View of the Hierarchy. From left to right and
top to bottom, original mesh, LOD0, and convex decompositions of
LOD0, LOD1, LOD2, LOD4 and LOD7.

4.5 Error Metrics

In this section, we present the parameters that must be computed
after the hierarchy is created, in order to quantify the error for sen-
sation preserving haptic rendering. The utilization of these param-
eters during the contact queries is explained in Sec. 5. To perform
sensation preserving haptic rendering using a multiresolution hier-
archy, we must measure the error that is introduced in the contact
query and force computation and refine the query if the error is
above a given tolerance. Once the hierarchies of LODs are created,
with the resolution r computed for each LOD, we must compute
several additional parameters for measuring the error:



1. The surface deviation, s, between every convex patch c and
the original mesh. This is an upper bound on the size of the
geometric surface detail lost during the simplification and fil-
tering process.

2. A support area, D, for every vertex in the hierarchy. This value
is used to calculate contact area at run-time. The support area
D is computed for every vertex v of the initial mesh M as the
projected area onto the tangent plane of v of the faces incident
to v, such that they are within a distance tolerance from v
along the direction of the normal N of v, and their normal
lies inside the normal cone of N. When an edge (v1,v2) is
collapsed to a vertex v3, we assign to v3 the minimum of the
two support areas of v1 and v2. We have typically used the
same tolerance used in the contact queries (see Sec. 5) as the
distance tolerance for this computation as well.

3. The maximum directed Hausdorff distance, h, computed for
every convex piece C, from the descendant pieces of C.

The use of the surface deviation s, the support area D, and
the resolution r of the LODs (whose computation is explained in
Sec. 4.4) during the contact queries is described in Sec. 5.4. And
the run-time use of the Hausdorff distance h is described in Sec. 5.3.

5 Contact Computation for Haptics

In this section, we describe how our collision detection algorithm
uses the new multiresolution hierarchy described in Sec. 4 to com-
pute contact response for haptic rendering. First, we describe the
requirements of our collision detection system. Then, we present
and analyze the data structures and algorithms. Finally, we show
how to perform sensation preserving contact queries for force dis-
play.

5.1 Basic Haptic Rendering Framework

Our haptic rendering system uses a penalty-based force computa-
tion model, in which the amount of force displayed is proportional
to the penetration depth or separation distance. Contact features
within a given tolerance value are all considered as “contacts” for
the purpose of force display. For more information about our hap-
tic rendering framework, we refer readers to Appendix B on the
conference proceedings CD.

We define the contact query between two objects A and B as
Q(A,B,δ ). From Q(A,B,δ ), we obtain all local minima of the
distace function between A and B that are closer than a distance
tolerance δ , as well as the associated contact information (i.e. dis-
tance, contact normal, etc.). Q(A,B,δ ) is performed by recursively
traversing the bounding volume hierarchies (BVH) of A and B and
performing “distance queries” for pairs of convex pieces. We de-
fine the distance query between two convex pieces a ∈ A and b ∈ B,
q(a,b,δ ), as a boolean query that returns whether a and b are closer
than δ .

5.2 The Bounding Volume Test Tree

We use the concept of the Bounding Volume Test Tree (BVTT)
[Larsen et al. 2000] to describe the algorithm and data structures
used in our collision detection system. A node ab in the BVTT en-
capsulates a pair of pieces a ∈ A and b ∈ B, which might be tested
with a query q(a,b,δ ). Performing a contact query Q(A,B,δ ) can
be understood as descending along the BVTT as long as the dis-
tance query q returns “true”. In the actual implementation, the
BVTT is constructed dynamically while the contact query is per-
formed. If the distance query result is “true” for a given pair, then
the piece whose children have the lowest resolution is split. This

splitting policy yields a BVTT where the levels of the tree are sorted
according to their resolution, as shown in Fig. 7. Nodes of the
BVTT at coarser resolution are closer to the root. This is a key
issue for optimizing our sensation preserving haptic rendering, be-
cause we obtain a BVTT where LODs with lower resolution and
larger error are stored closer to the root. Descending the BVTT has
the effect of selecting finer LODs.

As pointed out in Sec. 4.4, the top levels of the BVHs are “free”
LODs, which are not obtained using our simplification algorithm,
but pairwise convex hull merging. Therefore, the top levels of the
BVTT have no associated metric of resolution. The boundary be-
tween “free” and regular LODs is indicated in Fig. 8 by the line
λ .

Figure 7: Bounding Volume Test Tree.

Instead of starting the contact query Q at the root of the BVTT
every time, temporal coherence can be exploited using “generalized
front tracking” [Ehmann and Lin 2001]. We store the “front” of the
BVTT, F , where the result of the distance query q switches from
“true” to “false”, as shown in Fig. 8. The front is recorded at the end
of a contact query Qi, and the next query Qi+1 proceeds by starting
recursive distance queries q at every node in the front F .

Figure 8: Generalized Front Tracking of the BVTT. The front of
BVTT for the original model, F , is raised up to the new front F ′

using mesh simplification, since the contact queries can stop ear-
lier using the sensation preserving selective refinement criterion. λ
indicates the portion of the hierarchy constructed using the pair-
wise convex piece merging strategy, instead of mesh simplification,
to form bounding volumes in the hierarchy.

5.3 Distance Query for Convex Pieces

In a contact query Q using BVHs, we need to ensure that if the
distance query q is “true” for any node of the BVTT, then it must
be “true” for all its ancestors. To guarantee this result with our
multiresolution hierarchy, given a distance tolerance δ for a contact
query Q(A,B,δ ), the distance tolerance δab for a distance query
q(a,b,δab) must be computed as:

δab = δ +h(ai
,a)+h(b j

,b) (5)



where h(ai,a) and h(b j,b) are maximum directed Hausdorff dis-
tances from the descendant pieces of a and b to a and b respec-
tively. As explained in Sec. 4.5, these Hausdorff distances are pre-
computed.

5.4 Sensation Preserving Selective Refinement

The time spent by a collision query Q depends directly on the num-
ber of nodes visited in the BVTT. Generalized front tracking con-
siderably reduces the running time of Q when temporal coherence
is high, which is the case in haptic rendering. Then, the time spent
by Q is proportional to the size of the front F . However, the cost
is still O(nm) in the worst case, where n and m are the number of
convex pieces of the objects.

In our system, we further take advantage of the multiresolution
hierarchies to accelerate the performance of the query. The core
idea of our sensation preserving selective refinement is that the
nodes of the BVTT are only refined if the missing detail is per-
ceptible. Note that the selective refinement does not apply to the
“free” levels of the BVTT. Those levels must always be refined if
the distance query q returns “true”.

As discussed in Sec. 3, the perceptibility of surface features de-
pends on their size and the contact area. We have formalized this
principle by devising a heuristic that assigns a functional φ to sur-
face features which is averaged over the contact area.

Given a node ab of the BVTT for which the distance query re-
sult q is “true”, we determine if the missing detail is perceptible by
computing the functional of the missing detail and averaging it over
the contact area of that node. For a convex piece a of the node ab,
with resolution ra and surface deviation from its descendent leaves
sa, we define the functional φ as:

φa =
sa

r2
a

(6)

This definition of the functional can be regarded as a measure of
the maximum volume of features that have been culled away in the
convex piece a.

The online computation of the contact area for a pair of convex
pieces is too expensive, given the time constraints of haptic render-
ing. Therefore, we have estimated the contact area by selecting the
maximum support areas of the contact primitives (i.e. vertex, edge
or triangle). As explained in Sec. 4.5, the support area D is stored
for all vertices in the hierarchy. For edge or triangle contact primi-
tives, we interpolate the support areas of the end vertices, using the
baricentric coordinates of the contact point.

Given functional values of φa and φb for the convex pieces a
and b, as well as support areas Da and Db, we compute a weighted
surface deviation, s∗ab, as:

s∗ab =
max(φa,φb)

max(Da,Db)
(7)

Note that s∗ab can be considered as the surface deviation weighted
by a constant that depends both on the resolution and the contact
area. If s∗ab is above a threshold s0, the node ab has to be refined.
Otherwise, the missing detail is considered to be imperceptible. The
selection of the value of s0 is discussed in Sec. 6. As described
in Sec. 4.4 and Sec. 4.5, the resolution r, the surface deviation s,
and the support areas D are parameters computed as part of the
preprocessing.

By using the described sensation preserving selective refine-
ment of nodes of the BVTT, we achieve varying contact resolutions
across the surfaces of the interacting objects, as shown in Fig. 1.
In other words, every contact is treated independently, and its res-
olution is selected to cull away imperceptible local surface detail.
As a consequence of the selective refinement, the active front of the

BVTT, F ′, is above the original front F that separates nodes with
“true” result for distance queries q from nodes with “false” result.
The front does not need to reach the leaves of the BVTT as long
as the missed detail is imperceptible, as depicted in Fig. 8. This
approach results in a much faster processing of contact queries.

5.5 LOD Interpolation

A major issue in systems that use multiresolution hierarchies is the
discontinuity that arises when the algorithm switches between dif-
ferent LODs. This problem is known as “popping” in multiresolu-
tion (visual) rendering. In haptic rendering its effects are disconti-
nuities in the delivered force and torque, which are perceived by the
user.

We have addressed the problems of discontinuities by interpo-
lating contact information (e.g. contact normal and distance) from
different LODs. When the sensation preserving selective refine-
ment determines that no more refining is necessary, we perform a
conservative refinement and compute contact information for the
children of the current node of the BVTT. The contact information
is interpolated between the two levels.

Naturally, LOD interpolation increases the number of nodes of
the BVTT that are visited. However, for complex models and/or
complex contact scenarios, the gain obtained from the selective
refinement still makes sensation preserving simplification signifi-
cantly outperform the exact technique, as presented in Sec. 6.

6 Implementation and Results

In this section we describe some of the models and experiments
we have used to validate our sensation preserving simplification for
haptic rendering.

6.1 System Demonstration

We have applied our sensation preserving simplification for hap-
tic rendering on the models listed in Table 2. The complexity and
surface detail of these models can be seen in Fig. 9.

Models Lower Upper Ball Golf Golf
Jaw Jaw Joint Club Ball

Orig. Tris 40180 47339 137060 104888 177876
Orig. Pcs 11323 14240 41913 27586 67704
Simp. Tris 386 1038 122 1468 826
Simp. Pcs 64 222 8 256 64

r1 144.49 117.5 169.9 157.63 216.3
rλ 12.23 19.21 6.75 8.31 7.16

Free LODs 6 8 3 8 6
LODs 15 15 17 16 18

Table 2: Models and Associated Hierarchies. The number of tri-
angles (Orig. Tris) and the number of convex pieces (Orig. Pcs) of
the initial mesh of the models; the number of triangles (Simp. Tris)
and the number of convex pieces (Simp. Pcs) of the coarsest LOD
obtained through simplification; resolution (r1 and rλ ) of the finest
and coarsest LOD obtained through simplification; and “free”
LODs and total number of LODs. The resolutions are computed
for a radius of 1 for all the objects.

As seen from the results in Table 2, we are able to simplify the
models to LODs with only a couple hundred convex pieces or less.
In other words, the sensation preserving selective refinement can be
applied at earlier stages in the contact query, and this allows more
aggressive culling of parts of the BVTT whenever the perceivable
error is small.



Figure 9: Benchmark Models. From left to right, moving upper and lower jaws, interlocking ball joints and interacting golf club and ball.

With the aforementioned models, we have performed the follow-
ing proof-of-concept demonstrations:

• Moving upper and lower jaws.

• Golf club tapping a golf ball.

• Interlocking ball joints.

These demonstrations have been performed using our sensation
preserving haptic rendering, a six-DOF PhantomT M haptic device,
a dual Pentium-4 2.4GHz processor PC with 2.0 GB of memory
and a NVidia GeForce-4 graphics card, and Windows2000 OS. Our
implementation, both for preprocessing and for the haptic render-
ing, has been developed using C++. For the force computation of
the haptic rendering we have used penalty methods based on the
contact tolerance δ [Kim et al. 2002]. We choose the value of δ
so that the maximum force of the haptic device is exerted for a 0
contact distance with the optimal value of stiffness.

6.2 Studies on Perceivable Contact Information

The performance of the sensation preserving haptic rendering is
heavily determined by the selection of the threshold of weighted
surface deviation s0. If the chosen value is too high, the perceived
contact information will deviate too much from the exact contact
information. On the other hand, if the value is too low and the
simplified models used are moderately complex consisting of more
than a thousand convex pieces, the contact query will no longer be
executable at the required rate. This severely affects the realism of
haptic perception.

We have designed a scenario where we could test the fidelity
of the sensation preserving selective refinement. In this scenario,
users can touch the model of the golf ball with an ellipsoid. The
ellipsoid has varying curvature, implying the existence of a wide
range of contact scenarios, where the selective refinement will stop
at varying LODs.

12 users experimented with this scenario and reported that the
perception of contact information hardly varied for values of s0 in
the range between 0.025 and 0.05 times the radius of the models.
(For readers interested in the detail of experimental data, please
refer to Appendix C on the conference proceedings CD).

6.3 Performance Demonstration

Based on the value of s0 obtained from the studies, we have suc-
cessfully applied our algorithm to haptic rendering of object-object
interaction on the benchmarks listed in Sec 6.1. We have also
performed an analysis on contact forces and running time for the
demonstrations previously mentioned. We have compared force
profiles and statistics of the contact query of interactive haptic
demonstrations with offline executions, using smaller error toler-
ances and an exact method. By exact, we mean that the distance
computation for force display is accurate [Ehmann and Lin 2001].
In particular, Fig. 10 shows the contact profile, including the force

profile, the query time and the size of the front of the BVTT, for
200 frames of the moving jaws simulation. Fig. 11 shows the con-
tact profile for 300 frames of the simulation on the golf scene. The
contact profile of interlocking joints is quite similar to that of the
interacting golf club and golf ball, thus omitted here.

For both scenarios, the simulation with s0 < 5% of the radii of
the models has been performed in real time, using a haptic device to
control the motion of the upper jaw and the golf club respectively,
and to display the contact forces to the user. The trajectories of the
upper jaw and the golf club are recorded and played back to per-
form the rest of the simulations offline, since the exact method was
too slow to be used to keep up with the force update. As shown in
the figure, we observed a gain of two orders of magnitude in the
query time between the interactive haptic rendering using our ap-
proach and the exact offline simulation. Note that the spikes in the
contact query time present in Fig. 10 and Fig. 11 result from lack of
coherence in the traversal of the BVTT. As reflected in the graphs,
the query time is more susceptible to lack of coherence when the
error tolerance is lower.

Using our approach, the force profiles of simulations with vary-
ing error tolerances less than 5% of the radii of the models exhibit
similar and sometimes nearly identical patterns as that of the origi-
nal models. This resemblance validates our hypothesis on the haptic
perception of contacts, inferred from human tactual perception.

0  20 40 60 80 100 120 140 160 180 200
1e3

1e4

1e5

1e6 CONTACT QUERY (µs) 2.5%
0.25%
0.025%
0.0025%
exact

0  20 40 60 80 100 120 140 160 180 200
1e2

1e3

1e4

1e5
BVTT FRONT (no. nodes)

0  20 40 60 80 100 120 140 160 180 200
1

2

3

4

CONTACT FORCE (N)

Figure 10: Contact Profile for Moving Jaws. Top: The profiles of
the contact forces displayed using simplification, with varying error
tolerances up to 2.5% of the radii of the jaws, all show very similar
patterns. This similarity implies that the sensations of shape pro-
vided to the user are nearly identical. Middle: A log plot of contact
query time using simplification with various error tolerances shows
up to two orders of performance improvement. Bottom: The num-
ber of nodes in the front of the BVTT is also reduced by more than
a factor of 10.
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Figure 11: Contact Profile for Golf Scene. Top: The profiles of
the contact forces displayed using simplification, with varying error
tolerances up to 3% of the radius of the ball, show nearly identical
patterns. Middle: A log plot of contact query time using simplifi-
cation with various error tolerances shows more than two orders
of performance improvement. Bottom: The number of nodes in the
front of the BVTT is reduced by nearly a factor of 100.

7 Discussion and Analysis

In this section, we compare our approach with previous work in
related areas and analyze the various algorithmic and performance
issues.

7.1 Comparison with Related Work

Mesh Decimation and Filtering: The construction of our mul-
tiresolution hierarchy can be compared with both mesh decimation
techniques and mesh filtering techniques. Representations obtained
through these techniques might present better results than our hier-
archies in certain aspects.

LODs created using our filtered edge collapse operation will
have a larger surface deviation than LODs of traditional mesh dec-
imation. This deviation inevitably results from combining decima-
tion and filtering. In our framework, the detail at high resolution
is filtered independently of its magnitude, while mesh decimation
techniques will preserve detail to minimize the surface deviation.
The elimination of the detail has beneficial consequences in the
creation of the BVH and does not reflect on the output quality
of the haptic rendering, since the filtered detail is quantified and
taken into account in the sensation preserving refinement. Besides,
multiresolution representations obtained through mesh decimation
techniques are not valid by themselves to perform efficient contact
queries.

Representations obtained through filtering appear smoother than
our representations. The reduction in visual smoothness occurs be-
cause we use fewer samples (i.e. vertices) to represent meshes with
the same frequency content. This approach is advantageous for our
application, because it accelerates the contact queries. In addition,
we have also presented a definition that allows comparing the reso-
lution of the detail of the objects in contact.

Contact Queries for Haptic Rendering: As mentioned earlier,
the running time of any contact query algorithm depends on both
the input and output size of the problem. Given two polyhedra,
characterized by their combinatorial complexity of n and m poly-
gons, the contact query algorithm can have an output size and a
run-time complexity as high as O(nm).

The discretized approximation presented by McNeely et al.
[1999] can avoid direct dependency on the input size of the problem
by limiting the number of points sampled and the number of voxels
generated. However, its performance on complex contact scenar-
ios with many collisions is unknown. Both approaches by Gregory
et al. [2000] and Kim et al. [2002] are limited to relatively sim-
ple models or modestly complex contact scenarios and do not scale
well to highly complex object-object interaction.

In contrast, our approach, by reducing the combinatorial com-
plexity of the input based on the contact configuration at each local
neighborhood of (potential) collisions, automatically decreases the
output size as well. In addition, its selection of LODs is contact-
dependent to minimize the perceived difference in force display,
while maximizing the amount of simplification and performance
gain possible. This method is perhaps the first “contact-dependent
simplification” algorithm for collision queries as well.

7.2 Generalization of the Algorithmic Framework

Due to the hard time constraints of haptic rendering, we have cho-
sen a collision detection algorithm using BVHs of convex hulls and
automatic convex surface decomposition. The choice of collision
detection algorithm imposes convexity constraints on the simplifi-
cation process and the hierarchy construction

These constraints are rather specific. However, the algorithmic
framework for generating the multiresolution hierarchy for sensa-
tion preserving contact queries that we have developed and pre-
sented in this paper is general and applicable to other collision de-
tection algorithms.

Furthermore, although we focus on contact determination for
haptic rendering in this paper, our approach for sensation preserv-
ing simplification can also be applied to other types of proximity
queries, such as penetration depth estimation. Our approach can
be generalized to multiresolution collision detection by automati-
cally identifying superfluous proximity information and thus clev-
erly selecting the appropriate resolutions for performing the queries
at different locations across the objects’ surfaces. This key concept
can significantly accelerate the performance of any proximity query
algorithm, as we have demonstrated in this paper.

A further analysis of the applicability of sensation preserving
simplification to multiresolution collision detection for rigid body
simulation has been conducted [Otaduy and Lin 2003]. More study
is needed on the relationship between our sensation preserving error
metrics and contact force models of rigid body simulations, but the
preliminary results are promising.

7.3 Integration with Graphic Rendering

The LODs selected for haptic rendering are decoupled from the rep-
resentation of the objects used for visual rendering. This difference
in representations can potentially lead to some inconsistency be-
tween visual and haptic display, such as the existence of visual gaps
when the displayed forces indicate that the objects are in contact.
Future investigation is required for a better integration of multi-
sensory cues in a multimedia environment.

7.4 Other Limitations

Our approach can handle triangular meshes with two-manifolds and
boundaries. The current implementation is limited to polygonal
models with connectivity information. As with all simplification
algorithms that generate levels of detail offline, our approach has
the similar memory requirement.



8 Summary and Future Work

We have presented a novel sensation preserving simplification to
accelerate collision queries for force display of complex object-
object interaction. The resulting multiresolution hierarchy con-
structed with a formal definition of resolution enables us to com-
pute contact information at varying resolutions independently for
different locations across the object surfaces. By selecting the most
aggressive simplification possible on the fly based on the contact
configuration, this approach considerably improves the run-time
performance of contact queries. It makes haptic rendering of the
interaction between highly complex models possible, while pro-
ducing only relatively imperceptible changes in the force display.
Our approach can also be easily extended to perform time-critical
haptic rendering while optimizing the fidelity of the force display,
using the technique described in [Otaduy and Lin 2003].

This new ability to perform force display of complex 3D ob-
ject interaction enables many exciting applications, where haptic
rendering of point-object interaction is insufficient. In addition to
further optimizing and increasing the performance of sensation pre-
serving haptic rendering, this research may be extended in several
possible directions. These include haptic display of friction and
textures exploiting our current framework, applications of 6-DOF
haptic rendering to scientific visualization, engineering prototyp-
ing, and medical training, as well as formal user studies and task
performance analysis.
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APPENDIX A: Pseudo Code for Multireso-
lution Hierarchy Generation

Compute surface convex decomposition
Dump initial LOD
n = number of convex pieces
Compute resolution of edges
Initialize edges as valid
Create priority queue
while Valid(Top(queue)),

if FilteredEdgeCollapse(Top(queue)) then
PopTop(queue)
Recompute resolution of affected edges
Reset affected edges as valid
Update priority of affected edges
Attempt merge of convex pieces

else
Set Top(queue) as invalid
Update priority of Top(queue)

endif
if Number of pieces ≤ n/2 then

Dump new LOD
n = number of convex pieces

endif
endwhile
while Number of pieces > 1,

Binary merge of pieces
endwhile

ALGORITHM 0.1: Creation of the Hierarchy

APPENDIX B: Overview of the Haptic Ren-
dering Framework

In this appendix, we give an overview of our six-degree-of-freedom
haptic rendering framework for displaying force and torque be-
tween two objects in contact. We compute the displayed force based
on the following steps:

1. Perform a contact query between two objects A and B, collect-
ing the set S of nodes of the front of the BVTT that are inside
a distance tolerance δ , at the appropriate resolution.

2. For all nodes ab ∈ S, compute the contact information:

(a) If the pair ab is disjoint, compute the distance, the con-
tact normal and the closest points and features (i.e. ver-
tex, edge or face).

(b) If the pair ab is intersecting, compute the penetration
depth, the penetration direction, and penetration fea-
tures 1.

3. Cluster all contacts based on their proximity.

4. Compute a representative contact for each cluster, averaging
contact information weighted by the contact distance.

5. Compute a penalty-based restoring force at the representative
contact of each cluster.

6. Apply the net force and torque to the haptic probe.

1By the penetration features, we mean a pair of features on both objects
whose supporting planes realize the penetration depth.

APPENDIX C: Studies on Perceivable Con-
tact Details

In this appendix we briefly describe an informal user study that
has been conducted to test the fidelity of the sensation preserving
simplification for haptic rendering, and also to help us identify what
are the error tolerances for which the missing surface detail is not
perceptible to the users.

The scenario of our experiment consists of a golf ball (please
refer to the paper for statistics of the model) that is explored with an
ellipsoid as shown in Fig. 1. The ellipsoid consists of 2000 triangles
and one single convex piece. For simplicity, we have only applied
the simplification to the golf ball and left the ellipsoid invariant.
Thus, the fidelity of the sensation preserving simplification relies
on the adequacy of the resolution of the golf ball that is selected at
each contact.

Figure 1: Scenario of the User Study.

12 users have experimented with this scenario. They were asked
to identify at what value of the threshold s0 of the sensation pre-
serving selective refinement they started perceiving a deviation in
the perception of the surface detail of the golf ball. The values of s0
were in the range from 0.05% to 20% of the radius of the ball. In
Table 1 we indicate how many users picked each threshold value.
The users also reported that the main characteristic that they ex-
plored was the perceptibility of the dimples of the golf ball.

s0 ≥ 10% 5% 2.5% 1% ≤ 0.5%
no. users 0 4 7 1 0

Table 1: Results of the User Study.
Based on the results from this informal user study, we selected

values of s0 in the range of 2.5% to 5% of the radii of the models
for the demonstrations presented in the paper.


